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WELCOME FROM THE CHAIRMAN 

Dr. Michael Thorburn 
Chairman 

^tfe* 

On behalf of the Steering Committee, it is my pleasure to welcome you to the IEEE 
International Conference on Phased Array Systems and Technology at the Laguna Cliffs 
Marriott Resort in Dana Point, California, on May 21-25, 2000. The Antennas and 
Propagation Society of the Institute of Electrical and Electronic Engineers is proud to 
sponsor this event, and the IEEE Aerospace Electronics Systems Society, the IEEE 
Microwave Theory and Techniques Society and the IEEE Communications Society are 
equally proud to be technical co-sponsors. 

The technical program committee has developed an interesting and information 
packed five-day program with several special sessions. Two concurrent technical 
sessions will run from Monday through Wednesday and a broad selection of short 
courses will be offered on Sunday and Thursday. Additionally, several meals have been 
arranged to provide an opportunity for conference attendees to assemble informally to 
discuss their interests and enjoy the warmth and beauty of Southern California. The 
conference promises to give academic, government, and industry professionals the latest 
in technical data in the increasingly important field of phased arrays. 

I am confident that you will be stimulated by and enjoy our program. In this short 
week you will have ample opportunity to learn a great deal about the work of so many of 
the leaders in the phased array industry. 

Welcome to Dana Point California and to the IEEE International Conference on 
Phased Array Systems and Technology. 

Sincerely, 

Michael Thorburn 

in 



MESSAGE FROM THE TECHNICAL PROGRAM CHAIRMAN 

Dr. Sembiam R. Rengarajan 
Technical Program Chairman 

Welcome to the 2000 International Conference on Phased Array Systems and 
Technology at Dana Point, California. The Phased Array Conference has a long history 
since it was first organized in 1964 under the sponsorship of Rome Air Development 
Center. The second meeting was held in 1970, jointly sponsored by the US Army 
Advanced Ballistic Missile Defense Agency, MIT Lincoln Laboratory, and the 
Polytechnic Institute of Brooklyn. Rome Laboratory and MITRE jointly sponsored the 
1985 symposium. Thanks to the sponsorship of IEEE, the 1996 symposium (held in 
Boston) and the present conference have attracted papers from all over the world. 

The Technical program committee has worked hard to assemble outstanding papers 
on all aspects of Phased Array Systems and Technology. The excellent quality of papers 
received from about 20 countries demonstrate the vitality of this technology. We hope 
that you will find the technical program stimulating and very beneficial. 

I look forward to seeing you at Dana Point. 

Sincerely, 

Sembiam R. Rengarajan 
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Abstract: This is a survey paper summarizing the recent developments and future trends in passive, 
active bipolar and Monolithic Microwave Integrated Circuitry (MMIC) phased arrays for ground, ship, air 
and space applications. Covered would be the THAAD (formerly GBR), European COBRA and Israel 
BMD radar antennas; Dutch shipboard APAR; airborne US F-22, European AMSAR, Swedish AESA, 
Japan FSX and Israel Phalcon; Indium (66 satellites in orbit for total of 198 antennas) and Globalstar 
MMIC spaceborne antenna systems; Thomson-CSF wafer integration 94 GHz seeker antenna; digital 
beamforming; ferroelectric row-column scanning; optical electronic scanning for communications and 
radar; the MMIC C-band to Ku-band Advanced Shared Aperture Program (ASAP) antenna system for 
communications, radar, electronics countermeasures (ECM) and ESM; and continuous transverse stub 
(CTS) voltage-variable dielectric (WD) antenna. 

1.0   INTRODUCTION 

Phased arrays have come a long way in the last three decades. This paper will cover phased array 
development over the last two and a half decades followed by future trends. Covered will be the dramatic 
entrance into the new era of active MMIC phase-phase steered arrays for ground, air and space; digital 
beamforming and its advantages; potential use of arrays for radar, communications, ESM, ECM and 
ECCM; how arrays can cope with jammers and ARM missiles through the use of ultra-low sidelobes and 
adaptive nulling; and the potential simultaneous use of an array for radar, communications, ESM and 
jamming. Presented will be example fielded phased arrays (COBRA DANE, PAVE PAWS, THAAD, 
IRTDIUM®) and arrays about to be fielded (F-22, APARS, AMSAR, SAMPSON). Covered will be the 
research work geared to reducing the cost and complexity of steered arrays. For example, by the use of 
row-column steering instead of element phase steering and through the novel electronically steerable 
plasma mirror antenna. Finally, covered will be the work toward the development of a 95 GHz 
reflectarray using 4 inch MMIC wafers! 

2.0   PASSIVE PHASE-PHASE STEERED ARRAYS 

The basics of phased arrays are described in References 1 and 2. Figures 1 through 3 show example 
passive phase-phase scanned arrays for ground and ship applications. There is the Patriot System [3,4] - - 
the world's best known phase array, the USSR Flap Lid and finally the AEGIS SPY-1. These three arrays 
have seen very large production runs: respectively 173, > 100 (?) and 234 antennas. The total number of 
phase shifters produced for each of these systems is about 1 million. 

Recent years have seen the development and deployment of passive phased-phase arrays by several other 
countries around the world. One example is the Swedish ARTHUR C-band 30 km range, artillery- 
locating system, which uses a traveling-wave tube (TWT) transmitter [40]. Another is the shipbased 
European Multifunction Phase Array Radar (EMPAR) C-band passive array [44]. This TWT radar, being 
built by Alenia (Italy) with the participation of Marconi Co. (UK), has a search range of up to 180 km, 
scans + 45° in azimuth, + 60° in elevation and rotates at 60 rpm. Still another is the ground or shipbased 
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Thomson-CSF ARABEL multifunction radar that uses a space-fed rotating (also 60 rpm) X-band array 
[38]. This medium range (70 km) radar can electronically scan to zenith and backscan 60°. Finally India 
is selling an X-band space-fed array for a SAM-D system. 

3.0   WIDE BANDWIDTH ARRAYS AND TIME DELAY STEERING 

Phased arrays can have wide bandwidth waveforms. Such wide bandwidth waveforms are used for 
measuring the length of a target and imaging a target for target identification. One example radar system 
is the 95 ft diameter COBRA DANE radar of Figure 4 [3,4,6,7]. It uses a 200 MHz bandwidth 
waveform having 5 ns compressed pulse width. With this waveform, the radar has a 2.5 ft range 
resolution which permits it to measure the length of ICBM reentry vehicles (RVs). Measuring the 
difference in arrival times between the RV tip and base returns does this. 

4.0 ACTIVE PHASED ARRAYS 

4.1 Bipolar Transistor Systems 

Examples of active phased arrays using bipolar transistors for the power amplification are the UHF PAVE 
PAWS (Figure 5), the first solid state phase-phase steered array ever put in operation [1, 3,4] and the 
UHF BMEWS upgrade radars which use the same T/R modules and radiating elements as used on the 
PAVE PAWS radar [3] (Figure 6). Countries around the worlds have developed active phased arrays 
using bipolar transistors. There is the Swedish Erieye airborne early-warning radar system that uses an S- 
band solid-state phased array placed in a dorsal fin over the top of the aircraft. The system has 
approximately 200 modules, which are shared with the array faces on both sides of the dorsal fin. 
Another system is the Israeli Phalcon airborne early-warning system that used four solid-state L-band 
phased arrays with each antenna having approximately 700 T/R modules [40]. The antenna are placed on 
the left and right sides of the aircraft forward of the wing, and on the underside toward the nose and tail or 
the aircraft. The system has been sold to Chile. Israel has also developed a theater missile defense system 
that is capable of detection ranges of hundreds of kilometers. This radar also uses an L-band solid-state 
active phased array. Two such systems have been built [45]. 

4.2 MMIC Systems: Ground-Based, Ship-Based and Airborne 

An exciting new age of active phased-array antennas has begun using MMIC T/R modules, a technology 
that enables the production of solid-state T/R modules at a lower cost. One such system is the theater 
high altitude area defense (THAAD; formerly called GBR) X-band ground-based radar, which has 25,344 
MMIC T/R modules and radiating elements [8]; see Figure 7. This is the largest active phased array built 
in the world in terms of number of modules. Like the COBRA DANE, it uses subarray time delay 
steering in order to prevent pulse distortion for its wideband waveforms. Three of these systems have 
been built. The first array was 50 percent populated with radiating elements and modules while the 
second and third arrays were fully populated. Approximately 65,000 MMIC T/R modules have been built 
for these systems. This program demonstrated that MMIC T/R modules could be manufactured for less 
than $1000 each at the end of the production run [9]. Many more of the THAAD systems are schedule to 
be built. 

A second MMIC active phased-array system is the counter battery radar (COBRA) artillery and mortar 
weapon-locating system. This system, being built jointly by Lockheed-Martin, Siemens, Thomson-CSF 
and Thorn-EMI, has 2700 MMIC T/R C-band modules and radiating elements in its antenna. Three of 
these systems have been built [40] and a production contract at $576 million for 29 has been awarded 
[61]. 

A number of countries are in the process of developing active phased arrays using MMIC T/R modules 
for fighter aircraft, including the US for the F-22 fighter; Japan for the FSX; the consortium of France, 
Germany and the UK developing the airborne multiroll solid-state active-array radar (AMSAR) [47, 
53-55, 58]; and Sweden, which is developing the active electronically scanned antenna (AESA) [48]. All 
of these radar systems operate at X-band. Over 300 F-22 X-band phased arrays, shown in Figure 8, are 
scheduled to be built, each having approximately 2000 elements and MMIC T/R modules for a total 
production run of over 600,000 million MMIC T/R modules [5]. 



For shipboard application the UK Defense Evaluation and Research Agency (DERA) in cooperation with 
Siemens Plessey has been developing the S-band Multi-function, Electronically Scanned, Adaptive Radar 
(MESA) [34,49]. This radar uses a thinned array of 918 elements and 156 2W peak power T/R modules. 
Initial production has started for a twin-faced version called the SAMPSON to be deployed on future 
Royal Navy frigates [49,60]. To support air defense and ballistic missile defense a second-generation 
ground based MESAR2 is under construction with completion expected in 1999. 

Hollandse Signaalapparaten (Signaal) of the Netherlands is developing the four-faced X-band Active 
Phased Array Radar (APAR) shipboard radar [50, 59]. Each face as 4096 elements fed by 4096 MMIC 
T/R modules. Its bandwidth is to be 30% and its scan + 60°. 

5.0   MULTIBEAM ROTMAN LENS 

It is possible to build a multibeam array antenna by the use of a Rotman lens feed [10]; see Figure 9. An 
advantage of the Rotman lens feed is its wide bandwidth like a 2.5 to 1 instantaneous bandwidth. By 
placing the elements on a semicircular surface a 180° coverage is achieved. When used for transmit, 
power amplifiers can be placed between the antenna elements and the Rotman lens. Using TWTs a peak 
ERP (effective radiated power) of over 1MW is achievable. The applications for such Rotman lens arrays 
are ECM, ESM, DF, communications and radar. 

Figure 10 shows the block diagram of a Rotman lens system used for ECM, ESM and DF. It consists of 
separate multibeam receive and transmit Rotman lens arrays. The multibeam receive array determines the 
direction of arrival of various signals impinging on the antenna and then processes these signals to 
determine their parameters-carrier frequency, PRF, pulse width and amplitude. The transmit Rotman 
lens array is used to transmit jammer signals in the direction of some of these signals. A jammer signal 
could be either a repeater jammer type signal using range-gate pull-off, velocity gate pull-off or inverse 
gain, or it could be a CW or barrage noise jammer generated by the transponder circuit of Figure 10 [11]. 
Such a system is the shipboard SLQ-32. 

By using a 2-dimensional array and the 2-dimensional Rotman lens feed, it is possible to form a 2- 
dimensional array of pencil beams as done for the MUSTRAC (Multiple-Simultaneous-Target Steerable 
Telemetry Tracking System). For the MUSTRAC system, only 4 independent beams are processed 
simultaneously with these being switched to any position in the coverage. Each of these 4 independent 
beams is formed as a weighted sum of a contiguous cluster of 4 of the 2-dimensional Rotman lens beam 
former outputs. This allows each of the 4 independent beams to be steered so as to have the beam peak 
pointed at the signal source, avoiding the scalloping loss. The MUSTRAC was used for receiving 
telemetry data from ballistic missiles fired over the Atlantic Eastern Test Range. 

Raytheon has found the Rotman lens feed to be attractive for use in a novel, low cost 76-77 GHz 
millimeter automotive Intelligent Cruise Control (ICC) radar because of its low weight, small size and 
low cost [42]. The Rotman lens is formed as a printed circuit on a 5 mil thick soft flexible substrate. The 
antenna elements are columns of series-fed patch elements etched onto the same substrate. Switching to 
different beam ports of the Rotman lens scans the beam. GaAs MMIC circuitry is being developed for 
small size, low weight and low cost. 

6.0   NEW AGE REVOLUTIONARY SPACEBORNE-ACTIVE-MMIC-COMMERCIAL- 
PATCH-PHASED-ARRAY 

Above a 2-dimensional array of beams was formed for the MUSTRAC using a 2-dimensional Rotman 
lens beamformer. Alternately such a 2-dimensional array of beams could be formed using a Butler matrix 
[2, 12] or Blass [12] feed. One antenna that does just this is the IRIDIUM® antenna (see Figure 11) 
which uses a 2-dimensional Butler matrix feed to generate 80 simultaneous beams [13]. Weighted 
combinations of these beams are then used to form 16 simultaneous shaped beams for coverage of a sector 
the earth. Figure 12 shows the 16 ground footprints realized by one such antenna. In Figure 11 three of 
the active IRIDIUM arrays are shown mounted on the satellite bus for testing in an anechoic chamber. 
These arrays have everything. They use MMIC T/R modules, microstrip patch radiating elements, 16 
simultaneous beams, are space qualified, have had a large production run of over 200 arrays, and are 
commercial. The MMIC T/R modules use linear PAs. The IRIDIUM is the revolutionary new 
commercial global satellite personal communication system, which uses low orbiting satellite 



constellation. The IRIDIUM constellation consists of 66 satellites in six circular 765-km altitude near 
polar orbits (eleven satellites per orbit). The constellation provides coverage for global communications. 
Each satellite has three antennas pointed toward the earth for horizon-to-horizon coverage [13]. The 
antennas are active L-band (1.6 GHz) phased arrays using about 100 MMIC T/R modules and patch 
radiating elements. As a result, there are about 20,000 MMIC T/R modules and radiating elements per 
constellation. A subscriber holds a hand-held phone (similar to those used for the conventional cellular 
phone systems) which communicates directly with one of the satellites. In turn, the signal is cross linked 
to other satellites for final passage down to the earth to another subscriber with a hand-held IRIDIUM 
phone or to a gateway which directs the call to a conventional telephone user via land lines. Alternately, 
the signal could be transmitted directly down from the satellite to a user in view of the same satellite as 
the first user. The satellites were launched by USA Delta II rockets, Russian Proton rockets and Chinese 
Long March rockets. The system went into operation November 1,1998. The IRIDIUM system has been 
a technical success - - all specs were met and the antenna built to cost. 

IRIDnJM is not the only low-altitude satellite voice communications system using active arrays 
employing MMIC modules. Another is the GlobalStar system consisting of 48 satellites providing near 
global coverage up to 65-north latitude and down to 65 south latitude. Each satellite uses a 2.5 GHz 
91 element transmit array of 91 transmit MMIC modules and a 1.6 GHz 61 element receive array of 
61 receive MMIC modules for a total of 7300 modules for the constellation. 

Following on the heels of the IRIDUM and GlobalStar voice communication systems are high data rate 
digital communications systems (1 Mbps) for computer-to-computer and video conferencing 
communications. One such system is the Bill Gates Teledesic satellite system using 20 GHz for transmit 
onboard the satellites and 30 GHz for receive. 

There has been much talk about the transfer of military technology to the commercial world, especially 
with the end of the cold war. The IRIDIUM Program is an excellent example of this. The technology for 
the IRIDIUM Space Based L-band antenna is derived from the Air Force's and Navy's Space Based 
Radar Program. The Space Based Radar was originally being developed for surveillance of CONUS and 
US Fleets to warn of possible attack by enemy bombers [14]. The lightweight (one ounce) L-band 
module developed by the Air Force for the SBR Program forms the basis for the IRIDIUM L-band 
module. The SBR was never deployed by the Air Force and Navy because of the end of the cold war and 
also because of the expense of building the system. It is nice to see the IRIDIUM system taking its place 
for a total cost of $3.5 billion dollars, including the cost of satellite launch services, ground stations and 
software. And now, in a fair turn around, with the deployment of the IRIDRJM and GlobalStar systems 
the US government is looking to take advantage of the experience gained with these commercial systems 
to deploy a military tactical Surveillance Targeting and Reconnaissance Satellite (STARLITE) system 
consisting of 24 low-orbiting, low-cost 24 satellites capable of seeing moving ground targets [51]. 
Consideration is being given to the use of 1-dimensional electronically scanned arrays. 

7.0 THE JAMMER AND ARM THREAT AND THE RESPONSE TO THEM 

Table 1 gives various ECM threats and the electronic counter-counter measures (ECCM) to them. The 
countermeasure to the sidelobe barrage jammer is a sidelobe canceller (SLC) [15-18, 56]. MIT Lincoln 
Laboratory demonstrated a jammer cancellation of 50 dB for an L-band linear array of 32 elements 
[19,20]. The measurements were made in a near field range. The null was obtained for a 1 MHz wide 
noise jammer. 

The response to a sidelobe repeater jammer is to use a sidelobe blanker [15,16]; see Table 1. Another 
response to the sidelobe barrage and/or repeater jammers, as well as the ARM (Anti-Radiation Missile) 
threat, is to use an ultra-low sidelobe antenna; see Table 1 and Chapters 2 and 6 of [3] and Ref. [21]. The 
T/R modules of an active array could be calibrated over temperature and frequency to reduce their rms 
phase and amplitude errors from unit-to-unit to respectively 3° and 0.4 dB to support an rms SLL of-17 
dBi [22]. 

For a nonscanning rectangular dipole array antenna a SLL below -28 dBi was achieved along the principal 
plane beyond ± 60° from the beam peak [3]. Here the rms element-to-element errors were 0.8° and 0.07 



dB. Using calibration and digital beam forming, such sidelobe levels may be achievable in the fixture for 
an electronically scanned array; see Sects. 8.1 and 8.3 and Refs. [23] and [29]. 

To cope with the mainlobe (ML) jammer threat and jammers in close-in high sidelobes, a multiple 
beamformer would be used to generate a number of independent high gain beams overlapping with and/or 
close to the main beam. These high gain beams would be pointed toward the jammers and act as auxiliary 
antennas. Their outputs would be connected to a sidelobe canceller. This approach can also be used for 
far out sidelobes with it being possible to use lower gain auxiliaries. Its performance is as good as or 
almost as good as obtained with a fully adaptive array without the complexity and long transient response 
of a fully adaptive array, the computations required and the transient response being reduced by orders of 
magnitude [3,24]. This technique has been referred to in the literature as adaptive-adaptive array 
processing [3,24, 56], beam space processing and eigenbeam processing. 

8.0 RESEARCH AND DEVELOPMENT WORK FOR FUTURE PHASED ARRAYS SYSTEMS 

8.1 Clutter Rejection for an Airborne System (STAP and DPCA) 

To cope with ground clutter and sidelobe jamming for an airborne radar, extensive work is on-going 
toward the development of an airborne phased array using Space-Time Adaptive Processing (STAP) 
[25,26]. STAP is a general form of Displaced Phase Center Antenna (DPCA) processing. STAP had 
been demonstrated several years ago on a modified E2-C system by NRL [27, 28]. More recently a flight 
demonstration STAP provided 52 to 69 dB of sidelobe clutter cancellation relative to the mainbeam 
clutter [29]; see Figure 13. This system used an array mounted on the side of an aircraft. The antenna had 
11 degrees of freedom in azimuth and 2 in elevation for a total of 22. Before STAP, the antenna rms 
sidelobe level was -30 dBi, with STAP it was -45 dBi. 

8.2 C- to Ku-band Multi-User Advanced Shared Aperture Program (ASAP) MMIC Array and 
Dual Band Array 

Earlier we presented the COBRA DANE radar system that had a 16% bandwidth and the Rotman lens 
multibeam array systems that had a 2.5 to 1 frequency bandwidth. Work is under way to develop an 
active MMIC phase-phase steered array that has over a 2 to 1 frequency bandwidth and at the same time is 
shared by multiple users. Specifically the Naval Air Weapons Center (NAWC) and Texas Instruments 
(TI, now part of Raytheon) were developing a broadband array having continuous coverage from C-band 
through Ku-band that would share the functions of radar, passive ESM (Electronic Support Measures), 
active ECM (Electronic Counter Measures) and communications [30]; see Figures 14 and 15. To achieve 
this wide bandwidth, a flared notch-radiating element is used. Cross notches are used so that horizontal, 
vertical or circular polarization can be obtained. They have built a solid state T/R module that provides 
coverage over this wide band from C-band to Ku-band continuously. The module has a power output of 2 
to 4 W per element over the band, a noise figure between 6.5 and 9 dB over the band and power efficiency 
between 5.5 and 10% over the band. A 10 x 10-element array having eight active T/R modules was built 
for test purposes. A typical full up array would be approximately 29" wide by 13" high. With this type of 
array it would ultimately be possible to use simultaneous part of the array as radar, part of the array for 
ESM, part of the array for ECM and part of the array for communications. The parts used for each 
function would change dynamically depending on the need. Also, these parts could be nonoverlapping or 
overlapping, depending on the needs. 

DERA of the UK is developing a dual frequency array which would enable a single radar to use L-band 
for search at and X-band for track so as to avoid the use of a single compromise frequency for search and 
track [52]. Consideration is being given to the use of waveguide L-band radiating elements and dipole X- 
band elements. 

8.3 Digital Beamforming and Its Potential 

Table 2 list where digital beamforming (DBF) has been operationally used, some developmental systems 
that have been built, and its significant advantages. The first operational radars to use digital 
beamforming are the over-the-horizon (OTH) radars. Specifically the GE OTH-B and the Raytheon 
ROTHR (Relocatable OTH Radar). The ROTHR receive antenna is about 8,500 feet long. More recently 
Signaal used digital beamforming for their deployed 3-D stacked beam SMART-L and SMART-S 



shipboard radars. The digital beamforming is done only on receive. For the SMART-L system the 
antenna consists of 24 rows. The signal from each row is down converted and pulse compressed with 
SAW lines and then A/D'd with 12-bit 20 MHz Analog Devices A/D. The signal is then modulated onto 
an optical signal and passed down through a fiber optic rotary joint to a digital beamformer where 14 
beams are formed [31]. 

A number of experimental DBF systems have been developed; see Table 2. One is the Rome Laboratory 
(Hanscom AFB, MA) 32 column linear array at C-band that can form 32 independent beams and which 
uses a novel self-calibration system [32]. Rome Lab. also has developed a fast digital beamformer that 
utilizes a systolic processor architecture [3] based on the Quadratic Residue Number System (QRNS) 
[32]. MICOM (U. S. Army) built a 64 element feed that used DBF for a space fed lens [33]. 

The experimental British MESAR S-band system does digital beamforming at the subarray level [34]. 
This experimental system has 16 subarrays and a total of 918 waveguide-radiating elements and 156 T/R 
solid state modules. Roke Manor Research Ltd. of Britain has built an experimental 13 element array 
using digital beamforming on transmit as well as on receive [35]. This experimental system uses the 
Plessey SP2002 chip running at a 400 MHz rate as a digital waveform generator at every element. Doing 
digital beamforming on transmit allows one to put nulls in the direction of an ARM threat or where there 
is high clutter. 

Finally the National Defense Research Establishment of Sweden has built an experimental S-band antenna 
operating between 2.8 and 3.3 GHz which does digital beamforming using a sampling rate of 25.8 MHz 
on a 19.35 MHz IF signal [23]. The advantage of using IF frequency sampling rather than baseband 
sampling is that one doesn't have to worry about the imbalance between the two channels, that is, the I 
and Q channels, or the DC offset. They demonstrated that, by using digital beamforming, they could 
compensate for amplitude and phase variations that occur from element-to-element across angle and 
across the frequency band. Via a calibration, they were able to reduce an element-to-element gain 
variation over angle due to mutual coupling from ±1 dB to about ±0.1 dB. Using equalization, they were 
also able to reduce a ±0.5 dB variation in the gain over the 5 MHz bandwidth to a less than ±0.05 dB 
variation; see Figure 16. With this calibration and equalization, they were able to demonstrate peak 
sidelobes 47 dB down over a 5 MHz bandwidth; see Figure 17. A 50 dB Chebyshev weighting was used. 
They demonstrated that the calibration was maintained fairly well over a period of two weeks. This work 
demonstrates the potential advantage offered by digital beamforming with respect to obtaining ultra-low 
antenna sidelobes. 

MIT Lincoln Laboratory is developing an all-digital radar receiver for an airborne surveillance array radar 
like that of the UHF E-2C [43]. They are A/D sampling directly at UHF (-430 MHz) using a Rockwell 8 
bit 3 Gigabit per sec A/D running at room temperature. Three stages of down conversion are done 
digitally and because the A/D quantization noise is filtered the effective number of bits of the A/D is 
increased. For example if the signal bandwidth was only 5 MHz the increase in signal-to-noise ratio is 3 
GHz/2 (5 MHz) = 25 dB so the increase in the number of effective bits is 25 dB divided by 6 dB/bit or 4.2 
bits to yield 12 bits total. The whole digital receiver is on an 8 inch x 8 inch card that uses three 0.6 um 
chips. In the future these three chips are expected to be replaced by a single 0.35 um CMOS chip. 

With the digital processing field being moved forward rapidly by the commercial world, by the year 2016 
it is expected that one 9U 16 inch x 14.5 inch board would provide a throughput of 600 GFLOPS. It 
would consist of 64 chips each providing 10 GFLOPS, use 0.07 urn and have a 1.25 GHz clock. Such 
processing capability should help make the above experimental Swedish ultra-low sidelobe antenna and 
above airborne STAP array feasible. 

8.4   Row-Column Steered Arrays 

The Naval Research Laboratory (NRL) is developing two row-column array steering techniques which 
have the potential for low cost 2-dimensionally steered arrays [36, 37]. The first technique, the one 
closest to possible deployment, involves using two arrays back-to-back; see Figure 18. The first array 
steers the beam in azimuth, the second in elevation. The first array consists of columns of slotted 
waveguides with each column having at its input one ferrite phase shifter to provide azimuth scanning. 
The second array is a RAD ANT lens array consisting of parallel horizontal conducting plates between 



which are connected many diodes. The velocity of propagation of the electromagnetic signal passing 
through a pair of parallel plates of the array depends on the number of diodes that are on or off in the 
direction of propagation. By appropriately varying this number as one goes from one pair of plates to the 
next in the vertical direction one creates a gradient on the signal leaving the lens in the vertical direction 
so as to steer the beam in elevation. The estimated production cost of the hybrid row-column steered 
array of Figure 18 is $3 million. It is possible to use two RAD ANT lenses to provide 2-dimensional 
electronic scanning, one RAD ANT lens providing elevation scan while the second provides azimuth scan 
[38]. Thomson-CSF has developed such a RAD ANT antenna for the DASSAULT Aviation RAFALE 
Multi-Roll Combat Aircraft [38]. 

The second NRL row-column steered array involved using two ferroelectric lenses; see Figure 19 [37]. 
The first lens consists of columns of ferroelectric placed between conducting plates. A DC voltage is 
applied across each pair of plates. The dielectric constant of the ferroelectric material between a pair of 
plates depends on the DC voltage applied across that pair of plates. As a result the phase of the 
electromagnetic signal passing through a ferroelectric column will depend on this DC voltage. 
Consequently by applying appropriate DC voltages across the ferroelectric columns one can create a 
phase gradient in the horizontal direction for the signal leaving the first lens and thus scan the beam in 
azimuth. A second such lens rotated 90° would steer the beam in elevation; see Figure 19. 

For a ferroelectric lens, it is necessary that the electric field be linearly polarized and perpendicular to the 
conducting plates as shown in Figure 19. Hence the first ferroelectric lens of Figure 19 requires a 
horizontally polarized signal while the second lens requires a vertically polarized signal. A 90° 
polarization rotator is used between the lens in order to have the horizontally polarized signal out of the 
first lens become vertically polarized at the input to the second lens; see Figure 19. Considerable work is 
necessary before a practical ferroelectric phased array is produced. This work is going on at present. 

Raytheon Company is developing a row-column steered array that employs phase shifters for steering in 
the H plane (see Figure 20) and a Voltage Variable Dielectric (VVD) ceramic material used for a 
Continuous Transverse Stub (CTS) antenna architecture for steering in the E plane (see Figure 20) [41]. 
Changing the voltage across the VVD changes its dielectric constant and in turn the velocity of 
propagation along the WD. It provides for a lightweight, low cost, small thickness antenna. They are 
looking to apply this technology to aircraft radar antennas and commercial antennas. 

Engineers and scientists have been talking about achieving electronic scanning of lasers since the 1960s. 
Some thought this was a pipe dream, but these doubters have since been proven wrong. Raytheon [40, 
57] has demonstrated an electronically steered phased array for laser and optical beams. This array, which 
is carried around in a briefcase, represents a major breakthrough in the scanning of laser and optical 
beams. The scanning is achieved using a row-column scanning architecture similar to that of the 
ferroelectric scanner described above with liquid crystal used instead of the ferroelectric material. In 
production, the cost per phase shifter for an optical phased array will be pennies [40, 57]. 

8.5 Novel Electronically Steerable Plasma Mirror 

NRL is also pursuing the development of a novel electronically steerable plasma mirror in order to 
provide electronic beam steering; see Figure 21 [39]. Here a plasma sheet is rotated to steer the beam in 
azimuth and is electronically tilted to steer the beam in elevation. Switching to different initiation points 
in the cathode rotates the plasma mirror. Tilting the magnetic field around the plasma tilts the plasma 
mirror. This is done using coils placed around the plasma. These coils are placed so as not to block the 
microwave signal. A 50 cm x 60 cm plasma mirror has been generated whose measured antenna patterns 
had sidelobes of about 20 dB down [39]. 

8.6 95 GHz Reflect-Array Using 4 Inch MMIC Wafers!! 

Colin [38] described a very aggressive effort wherein MMIC was taken to the point of wafer integration - 
- 4" wafers. Specifically, Thomson-CSF is developing a missile seeker antenna which uses two 4" wafers 
[38]. One wafer has printed on it the dipole elements and one bit PIN diode phase shifters. The second 4- 
inch wafer contains the driving circuits that are linked to the first through bumps. The antenna has 3,000 
elements. The beam width is 2° and can be steered ±45°. They have reported having obtained low 
sidelobes [38]. Figure 22 shows this experimental antenna. 



9.0   CONCLUSIONS 

Based on the above accomplishments, ongoing developments, research and large numbers of programs 
that are looking to effectively use phased arrays, it is apparent that the future for phase arrays is very 
promising and should lead to exciting developments. Phased arrays have come a long way and can be 
expected to make major strides in the future. For further reading on recent developments in phased arrays 
around the world the reader is referred to the proceedings of the excellent 1996 IEEE International 
Symposium on Phased Array Systems held October 15-18,1996 in Boston, Massachusetts area. Over 500 
attended and 92 papers were presented by authors from 16 countries. The reader is also referred to 
References 1 - 4, 6,7,40,46 and 62. 
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Overview of Advanced Multifunction RF System (AMRFS) 

Paul K. Hughes, Joon Y. Choe 
Radar Division, Naval Research Laboratory, Washington, DC 20375 

Introduction 
The Office of Naval Research in 1996, initiated an Advanced Multifunction RF System (AMRFS) 

Program to address and resolve the serious technological challenges posed by the US Navy for supporting 
an increase in the number of shipboard topside RF functions, while significantly increasing requirements 
for ship signature control/reduction. The AMRFS Program is focused on a proof-of-principle 
demonstration of the concept of broadband RF apertures that are capable of simultaneous performance of 
a large number of radar, electronic warfare and communications functions from common, low signature 
apertures. The goals then of the program are to reduce the number of topside RF system apertures 
dramatically while increasing effective functionality and bandwidth. This will reduce the aggregate radar 
cross section (RCS) contribution of the topside RF system apertures. This multifunction RF system 
concept puts the functionality into the software. In addition to the proof-of-principle demonstration, the 
AMRFS Program is developing new component technologies that allow more efficient cost-effective 
design architectures. 

The underlying concept of AMRFS is to divide the frequency band into an optimal number of 
segments based on cost and functionality and then utilize separate, electronically scanned, solid state 
transmit and receive apertures. For the initial AMRFS test-bed the goal is to obtain as large of a 
bandwidth as technically possible to permit cost-function trade-offs to be made for a tactical system 
evaluation. The use of very large percentage bandwidths minimizes the number of apertures required for a 
given frequency coverage, while, on the other hand, optimal choice of spectral band partitioning could 
reduce the size of specific arrays. The choice of 4 to 1 or 5 to 1 operation bandwidth has been selected as 
being marginally within the available or near-term state-of-the-art in components. Using separate transmit 
and receive apertures, similarly, but less obviously, minimizes the number of required apertures. In a 
single transmit/receive (T/R) aperture for radar applications, a small fraction of the timeline is utilized for 
transmitting whereas a much larger fraction of the timeline is used for receiving. Further, transmit and 
receive times cannot overlap because of the requirement for very high isolation between transmit and 
receive signal paths within the system. For multifunction radar, the need for significantly longer receive 
times, leads to relatively underutilized transmitter capability. In a truly multifunction aperture, electronic 
attack (EA) and communications functions may require high duty or even continuous operation from the 
transmitter (or receiver), allowing insufficient time for receive (or transmit) functions. Separate transmit 
and receive apertures allow full utilization of the entire timeline for the transmitter as well as for the 
receiver and thereby support a greater compression of the numbers of required apertures. 

Figure 1 shows a high level 
conceptualization of an AMRFS concept. It 
consists of a transmit array composed of 
dynamically allocable subarrays that are 
sectioned to form multiple simultaneous 
transmit beams. In the figure, four sections 
of the transmit array are shown. Having 
more than one signal present in a power 
amplifier at the same time is not currently 

,,,„,„,„,„       „ , ,   , feasible. So each transmit subarray is used 
Figure I -AMRFS Top-level System Conceptual Architecture ^ ^ ^^ ^ & ^ j^^ for me 

receive array, more than one signal can be present simultaneously in a subarray. All or portions of the 
receive array can be used by multiple functions simultaneously with section sizes depending on the gain 
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and beamwidth requirements of the function. In the test-bed, each receive subarray can support up to three 
independent beams. 

The AMRFS development is being conducted by a Government and Industry team comprised of 
the Naval Research Laboratory, the Naval Surface Warfare Center, the Naval Air Warfare Center and the 
SPAWAR Systems Center, Lockheed Martin, Northrop-Grumman, Boeing, and Raytheon. Other industry 
partners and other Government facilities are being included when and as appropriate to the development 
effort. The initial test-bed is being designed and built with advanced development funds from the Office 
of Naval Research (ONR). 

RF Functions and Functional Requirements 
For the AMRFS Test-Bed System and concept demonstration, a representative set of RF 

functions has been identified from the communications, electronic warfare and radar types of functions. 
The functional requirements selected are typical for the types of functions supported by today's surface 
Navy. In several cases (radar and electronic warfare), the functional requirements have been selected from 
a class of federated systems, which will be logically combined in AMRFS. In other cases 
(communications), where an existing infrastructure dictates the function being supported, the functional 
requirements are pulled directly from the legacy systems. 

During the AMRFS study these top-level functional requirements have provided a basis for initial 
strawman implementations and a means to calibrate each implementation in terms of functional 
performance versus asset requirements (i.e., size of arrays, receive channels, bandwidths, and etc.). Initial 
focus was on functional implementation concepts and not on design details. Additional refinement of both 
the concepts and designs has been part of the latest AMRFS Test-Bed activities. 
 The present AMRFS functions for the initial demonstration were identified as:  

Radar Communications Electronic Warfare 

Low Band 
(1-5 GHz) 

VSR 
CV Marshalling 
TBMD 
IFF 

JTIDS 
IMMARSAT-B 
Challenge Athena 

Electronic Attack 
High Gain High Sensitivity 
High Probability Of Intercept 

High Band 
(4.5 -18 GHz) 

LPI Navigation Radar Ku Band SATCOM Electronic Attack 
High Gain High Sensitivity 
High Probability Of Intercept 

These functions are typical of what might be use on a future ship. They are not all the functions 
that could be included, but the low band functions provide all the stressing requirements that the 
integrated sets of equipment would need. To manage the cost of the proof-of-principle demonstration, the 
emphasis has been placed on the low band. There are additional high band functions (mostly radar) that 
would bring even more stressing requirements to the high band arrays if they were included. 

AMRFS System Concepts and Trades 
This section presents the top-level system block diagram for the AMRFS test-bed and some of the 

trade study analysis results leading up to the Test-Bed architecture. 
The object of the AMRFS program, "...to develop and demonstrate an integrated RF shipboard 

system, which can support the simultaneous requirements of radar, communications and electronic 
warfare." requires that significant system trades be made. Traditionally, radar systems have enjoyed the 
luxury of dedicated hardware tuned to provide low sidelobes, high spectral purity, and low noise figures. 
Similarly, communications systems have been able to optimize data link communications with link 
margins supportive of acceptable bit error rates. Electronic warfare systems have always been able to 
selectively trade some of these key radar and communications performance parameters for bandwidth in 
order to achieve the probability of intercept required against a wide range of signal conditions and types. 
Additionally, spectral and spatial isolation has been used extensively by co-located systems to minimize 
interference and aid time-line asset allocation. 
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Figure 2 - AMRFS Test-bed Block Diagram 

Figure 2 shows the test-bed system design 
for implementing the proof-of-principle 
demonstration. The design is comprised of a 
low band transmit and a low band receiver 
array (l-5GHz), and a high band transmit 
and a high band receive array (4.5-18GHz). 
Also included is a resource allocation 
manager (RAM) to schedule receive and 
transmit functions, a digital receiver/signal 
processor, a display console, and an interface 
to the rest of the platform combat systems. 
There must be a source for signals to be 
transmitted, so a waveform generation 
capability is included. The commands 
generated by the RAM control the entire 
integrated RF sensor suite. These commands 

are distributed to all subsystems via a digital control network. 
The basic concept of a single shared phased array aperture to support radar, communication, and 

electronic warfare functions over a 5:1 RF band introduces numerous architectural concerns. In addition 
to the fundamental problems associated with asset sharing, aperture front-end elements must be able to 
support the extremes of the combined system functions simultaneously (i.e., polarization diversity, low 
noise figure, high dynamic range, bandwidth, power-aperture product, etc.). Unlike conventional dish 
apertures, the phased array does not benefit from spatial isolation. All front-end elements within the phase 
array are exposed to the RF environment incident on the surface of the planar array resulting in significant 
introduction of sources for inter-modulation products, which in turn result in potential system 
performance degradation. 

Figure 3 is a more detailed diagram for the proposed AMRFS test-bed that has been developed as 
a result of the system design. At the core of the test-bed concept are the four ONR funded low band and 
high band transmit and receive array apertures. Fundamental to the selected AMRFS architecture is the 
physical separation of receive and transmit and the partitioning of the 1-20 GHz frequency coverage into 
two bands, low band (1-5 GHz) and high band (4-18 GHz). Both receive arrays include the receive array 
subsystem, RF down-conversion and digital receivers and local processing and control necessary to 
support simultaneous and time-interleaved multi-function receive functions from RF through to digitized 
I&Q samples of the received environment. Similarly, both transmit subsystems include the array transmit 
system, RF up-conversion and digital waveform generation synthesis and local processing and control 
necessary to support simultaneous and time-interleaved multi-function transmit functions. 

Peripheral to the basic receive/transmit building blocks is the High Probability of Intercept (HPOI) 
receiver subsystem, wideband Electronic Attack (EA) processing and communication legacy modems 
required to support multi-function demonstrations. Because of the unique requirement of the HPOI 
function to support omni azimuth and elevation interferometry, only the basic antenna receive elements of 
the interferometer are integrated into the receive array subsystem. In a similar fashion, legacy 
communications modems are proposed for test-bed use to minimize the cost of demonstrating shared 
array functionality with legacy communications functions and infrastructure. 

Test-bed elements will be integrated together under the control of centralized Signal and Control 
Processing. Key to signal and control processing will be the test-bed's Resource Allocation Management 
(RAM) function. RAM will have cognizance over the test-bed's receive/transmit subsystems and 
peripheral hardware and software elements through digital control network interfaces for the setup of 
receive/transmit configurations supporting simultaneous radar, communications, and electronic warfare 
functionality. Data received as a result of RAM is routed to Receive Signal/Data Processing software 
functions within the Signal and Control Processing subsystem.  Similarly, generation of digital 
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Figure 3 -AMRFS Test-Bed System Architecture 

technique/waveform data to support transmit functions is provided through software functions within 
Signal and Control Processing. 

In support of the AMRFS test-bed system, special provisions will be provided through 
instrumentation and control for operator tasking and data collection for performance analysis. At various 
levels of testing and evaluation, both cooperative and non-cooperative emitters will be introduced into the 
test environment. System performance evaluation is planned for laboratory controlled environments as 
well as land-based open environment testing. 

Summary 
The AMRFS Program consists of two equal but distinct parts. This program description has 

provided details of design for equipment that would provide a "proof-of-concept" demonstration to be 
carried out by building an experimental test-bed and showing in real-time that the integration of RF 
functions, such as radar, electronic warfare, and communications, into a single system is technically 
feasible. This part of the Program deals with all the issues of establishing requirements, designing, 
building, testing, and demonstrating an integrated RF system. One purpose of this part of the Program is 
to provide risk reduction within a science and technology program. This is deemed important because of 
the large risk involved in building a first-of-a-kind multifunctional integrated RF system. The other part 
of the Program is concerned with advanced new components and subsystems technologies that would 
enable a more practical, cost effective, tactical system to be developed and deployed by the Navy. The 
ultimate objective of both parts of the Program is the transition of the integrated RF system technology to 
operational platforms within the Navy. An attempt was and is being made to provide acquisition Program 
Managers with risk reduced new technology and combat capabilities, in a timely manner, to allow 
insertion decisions at the earliest possible date. 

24 



Time-Domain Properties of Phased Array Antennas 

Daniel A. Leatherwood, Larry E. Corey, Rickey B. Cotton, and Barry S. Mitchell 
Georgia Tech Research Institute, Atlanta, GA 30332-0852 

I. Introduction 

This paper describes initial findings from a research program to investigate the main beam and sidelobe 
impulse responses of large phased array antennas and reflector antennas typically used for radar 
applications. Particular emphasis is given to the way that the impulse response changes from the main 
beam to the sidelobe region of the antenna. Antennas are designed to radiate a plane wave with a given 
polarization and frequency in a specified main beam direction. However, the time-domain impulse 
response will vary according to the actual implementation of the antenna design. Reflectors are designed 
to collimate a radiated beam by creating equal path delays and tend to have few parts. This produces a 
relatively simple and short time-domain impulse response. A phased array, on the other hand, generally 
collimates the beam by adjusting phases instead of path delays. In addition, there are more parts, which 
introduce multiple reflections. This gives the phased array a more complicated and longer impulse 
response than a reflector. These time-domain effects affect transmit and received waveforms and 
therefore advanced signal processing algorithms such as adaptive digital beamforming (ADBF) and space- 
time adaptive processing (STAP). GTRI has instituted an internal research program to investigate the 
time-domain phenomenology of phased array antennas and develop computer simulation tools and 
measurement capability for characterizing these phenomena. Section II provides a brief discussion of the 
time-domain phenomena and the effects that antenna architecture produce. An overview of the method 
GTRI is using to investigate these phenomena is given in Section HI. Finally, initial results of these 
efforts are presented in Section IV. 

n. Architecture Effects on Time-Domain Phenomena 

A variety of architectures exists for directing radiated RF energy in a specified direction. Two broad 
classes of architectures are reflector and phased array antennas. A simple parabolic reflector antenna 
collimates energy from a feed located at the focal point of the parabola by providing equidistant path 
delays from the feed to a plane perpendicular to boresight of the antenna. In the direction of the main 
beam, this produces a very narrow impulse response, which implies that the transmitted waveform in the 
main beam direction will be very similar to the waveform input to the antenna terminals. Deviations from 
a true impulse result from multiple reflections and dispersion within the feed, multiple reflections between 
the feed and reflector, diffraction off the reflector edge, and scattering off the feed and feed struts. In 
addition, the gain increases with frequency. In the sidelobe regions, the impulse is broadened by 
dispersion that results from differences in path lengths from the feed to the reflector to a plane 
perpendicular to the sidelobe direction. Some sidelobes may also be affected by spillover from the feed. 

Most phased array antennas collimate a beam by using phase shifters to adjust the phase of the waveform 
radiated from each element in the array. In general, this implies that the path delay from the antenna 
terminals to the plane perpendicular to the main beam direction is different for every element. Some 
radars use time-delay units (TDUs) at the subarray level to decrease the dispersion in the main beam. 
However, phase shifters are still used at the subarray level, so some dispersion still exists. In addition, 
when the beam is scanned away from broadside, the TDUs actually increase the dispersion in the far-off 
sidelobes. Other sources of time-domain effects in phased arrays are multiple reflections between the 
different components in the phased array and dispersion within the feed waveguides and phase shifters. 
Some architectures such as a space-fed array will have direct radiation from spillover that will affect 
sidelobes.   If polarized screens and polarizing grids are used, polarization misalignments will produce 
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polarization transients at the beginning of the pulse. A time-varying effect will result if the pulse is 
transmitted before the phase shifters have settled into a steady state. 

Several phased array architectures are used for radar applications. They are space-fed lens arrays, 
corporate-fed arrays, reflect arrays, and subarrayed arrays. Each of these architectures has a distinct time 
signature. A series-fed corporate feed phased array, such as shown in figure 1 will have large differences 
in the delay time to each of element radiators. On the other hand, a parallel-fed corporate feed phased 
array, as shown in figure 2 will have the same delay time to each element. Figure 2 shows the phased 
array with TDUs controlling each subarray, which produces a different time-domain signature when the 
beam is scanned than a phased array without TDUs. 

m. Approach 

The first step in studying the time-domain phenomena is to catalog all of the sources of time-domain 
effects and then determine which of these effects are significant. Using this analysis, computer simulation 
models are being developed to investigate these effects. For the initial modeling effort, it is assumed that 
the antennas are linear and time-invariant, which allows the use of the Fourier transform convolution 
theorem so that calculations can be performed in both the frequency and time domains. The transmitted 
waveform is the convolution of the input waveform with the antenna impulse response. 

Measurements are performed to validate the modeling. GTRI has upgraded its near-field measurement 
range so that measurements can be multiplexed at a number of frequencies. The near-field measurement 
at each frequency is transformed to the far-field domain, which gives a wide-band frequency response 
over a large range of observation angles. Transformation of these frequency responses to the time-domain 
produces measured impulse responses for the antenna as a function of observation angle. In addition, the 
far-field range has been upgraded to perform swept-frequency measurements. This allows time-domain 
impulse measurements of backlobes and measurements of antennas mounted on vehicles. These 
measurements are not suitable for the near-field range. 

IV. Results 

Time-domain measurements have been made of both a simple four-foot parabolic reflector antenna and a 
large limited field-of-view (LFOV) target engagement radar (TER) antenna. The TER is a series-fed 
corporate feed phased array with ferrite phase shifters. The antenna comprises 24 rows and 24 columns of 
element radiators with a 3 wavelengths by 3 wavelength element lattice. The elements are divided into 4 
quadrants that are parallel-fed, where each quadrant has a horizontal corporate waveguide that series-feeds 
12 vertical corporate waveguides that each series-feeds the 12 elements on that column. Figure 3 shows 
the frequency domain response in the main beam of both the four-foot reflector and the TER with the 
beam steered to broadside over the frequency range of 12.4 to 18 GHz. The phase shifters of the TER are 
set to collimate the beam at 14.523 GHz. It is seen that the reflector is a wide-band antenna with the gain 
increasing with frequency. The ripples in the response are likely due to diffraction and scattering off the 
feed and feed struts. The TER has a much narrower instantaneous bandwidth. This is a result of the 
different path delays, which cause the main beam to quickly decollimate away from the collimation 
frequency. Actually, as we move away from the collimation frequency, the main beam splits into four 
beams that scan diagonally away from boresight as the frequency increases. As the frequency increases 
further, these four beams move towards the center again and the beam recollimates, which accounts for the 
peak seen in the graph at 18 GHz. 

Fourier transforming the frequency response produces the impulse response of the antenna. Figure 4 
shows the magnitude of the complex envelope at 14.523 GHz for the main beam of the two antennas. It is 
seen that the reflector has a very narrow impulse response. This results from the identical delay times for 
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all the radiation paths. The different path delay times for the TER produces a broadened impulse response 
lasting about 6 or 7 ns, which corresponds to the difference in delay times from the center elements to the 
outer elements of the array. 

The impulse function of an antenna changes with observation angle. Figure 5 shows the measured 
impulse response of the TER in the sidelobe region for two different observation angles. The main beam 
is steered to broadside, and the impulse responses at 10 degrees and 20 degrees in azimuth off broadside 
are plotted. The shapes of the two impulse responses are significantly different. The impulse response 
can produce interesting transmitted waveforms in the sidelobe regions. Even in a null of the antenna 
pattern, a CW pulse will have a transient spike at the beginning and end of the pulse. A linear FM pulse is 
even more interesting because the angular location of the null will scan with frequency. 

Figure 4 shows differences in the simulated impulse response for two different phased array architectures. 
In this simulation, two arrays with 30 horizontal elements are constructed. The first array is a series-fed 
corporate feed phased array, which is fed from the center of the array. In the second array, the elements 
are divided into three subarrays with the subarrays series-fed from the center of the array and controlled by 
TDUs. Each subarray is series-fed from the center of the subarray and phase shifters are used to control 
each element of the subarray. The main beam is steered to an azimuth angle of 45 degrees. The plot 
shows the impulse response for the two arrays at an azimuth of -60 degrees. The TDUs reduce the 
dispersion in the main beam of the antenna. However, the differences in the time delays in the far-off 
sidelobe directions are increased. Thus, the first array has an impulse response that is only about 3 ns 
wide, whereas the second array has an impulse response that is about 8 ns wide. 

V. Conclusions 

All antenna architectures are designed to produce a radiated wave in a given direction, but the differences 
in the implementation can produce significant differences in the time-domain response of the antenna. 
These responses will vary with the beam-scanning angle of the antenna and with observation angle. 
Reflector antennas have very simple impulse responses that will not induce noticeable changes to 
transmitted or received waveforms. However, as indicated above, phased array antennas can have 
complex and extended impulse responses that have the potential to modify the transmitted or received 
waveforms in significant ways. The ways in which this time-domain phenomenon can affect the radar's 
performance will be the subject of a future paper. 
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Figure 1. Series-fed phased array Figure 2. Parallel-fed phased array with TDUs 
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THE FIRST APPLICATION OF ARRAY ANTENNA 
Dr. Probir K. Bondyopadhyay 
GSA SYSTEMS INC. 
14418 Oak Chase Drive 
Houston, Texas 77062 
[ EMail: p.bondy@worldnet.att.net ] 

ABSTRACT 

The world's first application of array antenna is described in this historical 
paper. Wireless wizard Guglielmo Marconi was the first in the use of arrays as the 
transmitting antenna for the epoch making transatlantic wireless communication 
experiment of December 1901. This successful use is outlined in this paper. A video 
clip describing this event will also be presented in this Symposium. 

1. INTRODUCTION 

In the introduction to his recent book on Phased Array Antennas[ 1 ] Robert C. 
Hansen wrote, "Discovery of the first works on array antennas is a task best left to 
historians, but the two decades before 1940 contained much activity on array theory 
and experimentation." 

The first work on array antennas is not at all an obscure event. Guglielmo 
Marconi in bis epoch making transatlantic wireless communication experiment 
employed an array antenna to transmit the grounded Hertzian waves. The actual 
antenna used is shown in Figure 1. 

Figure 1. The world's first array antenna actually used by Guglielmo Marconi to 
transmit the first transatlantic wireless signal from Poldhu, Cornwall, 
U.K. on 12 th December 1901. 
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2. THE FIRST ARRAY ANTENNA 

The first array antenna (Figure 2) was designed by Guglielmo Marconi (Figure 3) 
himself in 1901. Sir John Ambrose Fleming( Figure 4) as technical advisor to the 
Marconi's Wireless Telegraph Co., Ltd., was in charge of the design of the high 
power wireless transmitting system capable of sending Morse codes. The original 

ÄfH*0*^* *Mt*jj£ I <(      *^i ■-J- J<r—^> ltv*>7    &.C      at-{aM*JiZ      *-««. tL' 
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Figure 2.   Sketch of the Poldhu Wireless Transmitting System as recorded by 
Sir Fleming in his Notebook[ 2 ]. 

Figure 3.    Guglielmo Marconi Figure 4. J. Ambrose Fleming 
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array antenna designed by Marconi for this purpose is shown in Figure 5. According 
to the original plan two identical such antennas were designed, one for Poldhu, 
Cornwall and the other for Cape Cod, Massachusetts for two way communications. 
Both of these array antennas were destroyed by devastating storms, the one at 
Poldhu, on September 17th, 1901 as shown in Figure 6. 

iff1 

Figure 5. The original design of the array antenna by Guglielmo Marconi to 
transmit the first transatlantic wireless signal from Poldhu, Cornwall, 
U.K. This antenna was destroyed by very strong winds on 17th 
September 1901. 

Figure 6. The array antenna first designed by Guglielmo Marconi for two way 
transatlantic wireless communication was destroyed at both ends by 
very strong winds. This picture was taken at Poldhu, Cornwall, U.K. 
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3.    SPECIFICATIONS OF THE FIRST ARRAY ANTENNA 

The array antenna that was actually used in the first transatlantic wireless 
communication was a simpler aerial. Two poles, instead of twenty in the original 
configuration, were erected. A triatic stay was stretched between the masts and 
from it were suspended fifty four copper wires( or was it fifty five ?). They were 
about a yard apart at the top and converged at the bottom, forming a planar 
fan shaped aerial. 

ifAt   (to**:**,   teat*. 4«.   fc? y,     *   ■ „, 

tfk^jte^L    fan~h   &    un^«^ 

Figure 7. Description of the first array antenna designed and used by Marconi as 
described in Sir Fleming's Notebook in his own handwriting[ 2 ]. 

The first transatlantic wireless signal in the form of a repeated Morse Code Signal 
representing the letter 'S' was received by Marconi at St. Johns, Newfoundland, using a 
single wire receiving antenna floated high with a Kite and a solid state diode detector- 
the iron-mercury-iron contact detector, known at that time as a self restoring coherer, 
invented by Sir J. C. Bose[ 5 ]. 
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KU-BAND PLANAR TRANSMIT-ARRAY MODULE WITH TRANSISTOR AMPLIFIERS 

Marek E. Bialkowski and Hyok J. Song 
Department of Computer Science and Electrical Engineering 

The University of Queensland, Brisbane, QLD 4072, Australia 

ABSTRACT 
This paper presents the design, development and testing of a Ku-band planar transmit-array module of 
transistor amplifiers excited by either a pyramidal horn or a patch array. Investigations are performed 
into the power combining efficiency of these structures. After establishing optimal distances between 
the active transmit-array and the illuminating antenna, either the patch array or horn, the entire 
structure is tested in terms of gain, operational bandwidth and radiation pattern. The experimental 
results show that the use of a corporate-fed array as an illuminating device leads to a slightly higher 
gain and a significantly larger operational bandwidth. 

1.       INTRODUCTION 
Significant research into spatial power combining techniques of solid-state devices has been observed 
during the past decade. The motivation is the inherent low power handling capability of individual 
solid-state devices at upper microwave and millimeter-wave frequencies and a strong demand for 
high-power solid-state sources in applications such as satellite communications and airborne radar. 
Spatial power combining has the advantage over classical waveguide or cavity-type power combining 
in that conductive losses are minimised. A variety of spatial power combiners have been proposed and 
significant advancements have been achieved in terms of power combining efficiency [1], [2]. 
Although oscillators and amplifiers can be spatially combined to produce solid-state sources, most of 
the recent activities have been devoted to amplifiers combined using tile or tray array configurations. 

In this paper, only the tile configuration of amplifiers is considered. This is a planar active transmit- 
array of transistor amplifiers illuminated by a pyramidal horn or a corporate-fed array of microstrip 
patches. An optimal distance between the active stage and the illuminating device for maximum gain 
at the design frequency is ascertained and then the behavior of the entire module is assessed in terms 
of gain and radiation pattern over a given frequency band in an anechoic chamber. 

2.       EXPERIMENTAL INVESTIGATIONS 
Fig. 1 shows the detailed configuration of an active transmit-array and a corporate-fed illuminating 
array. In an alternative arrangement, a pyramidal horn replaces the corporate-fed array as an 
illuminating device. Note that the arrays employ two varieties of antenna elements: an aperture- 
coupled microstrip patch antenna and an edge-fed microstrip patch antenna. 

As seen in Fig. 1, the active transmit-array receives a vertically polarized signal on one side, amplifies 
it and radiates it in free space using horizontal polarization on the other side. Note that the active 
stage can involve a couple of transmit-arrays in cascade. In addition, if necessary a single amplifier 
can be incorporated at a feed point of each 4-element sub-array of the illuminated array, to overcome 
conductive losses and simultaneously satisfy circuit space constraints. This option has not been 
considered here. For the purpose of investigations, 4x2-element passive corporate-fed patch arrays 
and 4x2-element active transmit-arrays for operation at 12.5 GHz were designed. The designs 
followed guidelines presented for passive arrays in [3]. 
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Fig. 1 Perspective view of an active transmit-array excited in reactive near-field region by a 
corporate-fed aperture coupled patch array. 

Both the passive and active arrays use a 0.483mm-thick low loss Ultralam substrate (e, = 2.45) from 
Rogers. In order to increase the operational bandwidth, a 0.8mm thick layer of air is applied between 
the patch and aperture layers. Both aperture-coupled patch elements and edge-fed patch elements are 
designed for 50-ohm operation. For the edge-fed patch antenna, an inset in the patch is used to obtain 
the 50-ohm impedance match. The fabricated aperture-coupled patch has the dimensions of 7.2mm in 
width and 7.6mm in length, with a rectangular slot 0.3mm x 6.9mm. Similarly, the dimensions of the 
edge-fed patch are 7.4mm in width and 7.63mm in length with a 2.5mm inset. These antenna elements 
feature respectively 0.6GHz and 0.2GHz 10-dB return loss bandwidth when tested in isolation. The 
resulting 4x2-element transmit-array dimensions are 70mm x 35mm using inter-element spacing of 
0.8 free-space wavelength (Xo). The array uses a finite size ground plane of 120mm x 80mm to match 
the dimensions of two horns' apertures of 124mm and 92mm in H- and E-plane, which feature an 
axial length of about 30cm from apex to aperture. During measurements, transmit-arrays are centered 
with respect to the apertures of the transmitting horn. 

For the active array, NE32484A FET transistors from NEC are selected. The input and output 
matching circuits of the amplifiers are initially designed for the 50-ohm characteristic impedance 
using HP-EEsof Series IV. In the active array these loads are realised by aperture-coupled and edge - 
feed microstrip patch antennas. The design employs the S-parameter data provided by the 
manufacturer for the bias condition of VDS = 2V, ID = 10mA. The resulting amplifiers with coaxial 
input/output are unconditionally stable and exhibit a broad flat 3-dB gain from 11.5 to 13GHz. The 
measured gain at 12.5GHz is 11.5dB. These amplifiers are included in the array using 0.8 1$ spacing. 

3.       RESULTS 
The 4x2-element active transmit-array including two alternative signal launching devices were 
initially tested using the HP8510C VNA and a specially designed test jig with rails providing 
precisely controlled spacing between signal launching device and transmit-array. For these structures 
spacing di between the receiving device and the active array, and d2 between the launching device and 
the active array were varied until the maximum measured gain at the design frequency of 12.5 GHz 
was obtained. For the module involving the corporate-fed patch array as the launching/receiving 
device, the optimal spacing was di = 9mm and d2 = 10mm and the measured gain was 7.21dB. When 
sweeping the frequency from 12 to 13 GHz, it was found that the maximum gain was 7.21 dB at the 
design frequency and the 3dB-gain bandwidth was approximately 0.7GHz. For the module with horns 
as signal launching/receiving devices, the optimal distances were di = 6.5mm and d2 = 6mm and the 
respective gain was 6.36dB at the design frequency. By sweeping the frequency from 12 to 13 GHz 
the maximum gain was found at the design frequency with the 3dB-gain bandwidth of 0.1 GHz. 
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Having obtained the optimal spacing between the signal launching device and the active transmit- 
array, the receiving antennas used in the near-field test setups were removed and the active transmit 
array excited by either a passive array or a horn, was tested in a far-field range. The studied 
parameters included gain and radiation patterns. 

Fig. 2 compares the measured gain of the active 4x2-element module when illuminated either by a 
corporate-fed patch array or a horn. The gain was measured with reference to the known gain of an X- 
band horn antenna. 

Frequency (GHz) 

Fig. 2 Comparison between gain of the active 4x2-element module when excited in the reactive near-field 
region by a corporate-fed patch array or a standard pyramidal horn. 

As seen in Fig. 2, the maximum gain in the two cases occurs at the design frequency of 12.5GHz. For 
the patch array excited module, the peak gain is 26.54dB. The horn-excited active transmit-array 
exhibits the maximum gain of 24.71dB, which is about 1.8dB lower than for the patch array acting as 
an illuminating device. A 3-dB gain bandwidth of the patch array excited module is about 0.5GHz 
and ranges from 12.2 to 12.7GHz whereas the horn excited module features a 3-dB gain bandwidth of 
only 0.2GHz. 

Fig. 3 shows E-plane and H-plane far-field radiation patterns at 12.5GHz as obtained for the active 
transmit-array excited by the corporate-fed patch array. 
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Fig. 3   E- and H-plane far-field radiation 
patterns of the 4x2-element active array excited 
by a corporate-fed patch array. 

Fig. 4. E-plane co-polar and cross-polar far-field 
radiation patterns of active 4x2-element transmit- 
array excited by a pyramidal horn. 

The corresponding E-plane co-polar and cross-polar far-field radiation patterns of the transmit-array 
excited by the horn at the same frequency of 12.5 GHz is shown in Fig. 4. The comparison between 
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the results in Fig. 3 and 4 reveals that the sidelobes of the patch array excited module are smoother 
than the ones obtained for the horn-excited counter-part. Also for the E-plane pattern the level of first 
side lobes is closer to the theoretical value of-12.2dB for the uniform excitation. 

In order to further investigate the uniformity of excitation of the 4x2-element active array, the 
measured E-plane patterns were compared with the E-plane pattern, predicted by PCAAD software 
[4] for the uniform excitation. 
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Fig. 5 Comparison of measured E-plane patterns of the active 4x2-element transmit-array with the 
predicted E-plane pattern of a uniformly excited 4x2-element array at 12.5GHz. 

This comparison, shown in Fig. 5, reveals that the measured E-plane pattern of the patch array excited 
module is almost identical to the PCAAD predicted pattern for uniform excitation, indicating the 
required excitation of the active stage. In the case of the horn excited module there are some 
discrepancies in sidelobe levels and null positions. 

4.       CONCLUSION 
In this paper we have presented experimental results for a Ku-band active 4x2-element microstrip 
patch transmit-array excited by either a passive corporate-fed array or a pyramidal horn, both 
operating in the near-field zone of the active stage. The results concern gain, operational bandwidth 
and radiation pattern. They reveal that the illumination by the corporate-fed patch array offers a 
slightly higher active directive gain and more importantly a larger operational bandwidth than the 
horn. This is due to a more uniform excitation of the active stage by this device. The distinct 
advantage of the active array being illuminated by a patch array is the significantly smaller size of the 
entire system. 
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ABSTRACT 

In contemporary radar technology, increasingly complex antennas must maintain a low weight 
requirement and provide sufficient robustness to a harsh environment. Among many desired features, 
a high degree of antenna integration and the ability to incorporate the design into a plane's fuselage or 
wings are of the highest priority. In order to meet such demands, advanced power dividing and 
phasing networks together with digital signal processors should be located close to the transmitting 
and receiving antennas preferably in multi-layer architectures. Such architectures put stringent 
requirements on electrical and mechanical properties of dielectric substrates. This paper presents 
some results concerning the design and development of multi-layer antenna elements and the 
associated signal dividing and phasing networks using honeycomb and quartz-fibre composite 
materials, which are widely used in the aerospace industry. 

I. INTRODUCTION 

In contemporary radar antenna technology, smart antennas have gained a great deal of attention due 
to their capability of supporting complex functions of radar. Their role is to produce directional beams 
towards moving or stationary targets using specially developed scanning algorithms. In order to 
perform the role of "smart beam forming" these antennas require a large number of elements - usually 
densely packed. For easy deployment, the radiating and processing modules should preferably be 
accomplished in lightweight highly reliable integrated technology and should be easy to maintain. 
Thus if any of the sub-modules fail, this technology should allow easy repair, replacement or an 
adaptive failure correction. These requirements motivate investigations of planar or conformal array 
technologies to build such antenna systems. Of the many possible planar technologies, the microstrip 
patch technology seems to be most suitable for the manufacture of radiating layers [1]. For reasons of 
technological compatibility, the use of multi-layer microstrip technology for the construction of other 
high frequency components, such as power dividing and phasing networks, is a logical choice. 

Although easy to propose, microstrip technology faces challenges in the present application. One 
problem is that for many of the available substrates electrical properties change excessively when 
subjected to temperature variations which are unavoidable in airborne radar. One cause is a fast 
varying environment and the other is the heat from the beamforming modules. In our recent paper [2], 
classes of available microwave materials have been proposed for a limited set of dielectrics whose 
electrical parameters are resistant to temperature changes. The purpose of the present paper is to 
demonstrate the practical use of these materials to develop antenna elements integrated with power 
dividing/phasing networks for possible use in airborne radar. 
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n. ANTENNA ELEMENTS 

Elements for use in radar antennas should have a number of desirable features: a suitable operational 
bandwidth, high radiation efficiency and low mutual coupling with other elements in the array. In 
addition they should feature low-level passive intermodulations, repeatability of transmission 
characteristics and hence low sensitivity to manufacturing tolerances. Also they should offer suitable 
means for integration with the associated dividing/phasing networks and polarization switches, which 
preferably should be conformal to the carrier-platform. 

The present study assesses a rectangular antenna element fed by microstrip lines via two orthogonal 
rectangular apertures as a basic candidate for the airborne array antenna design. The main goal is to 
establish the feasibility of manufacturing this element using microwave materials with parameters 
resistant to temperature changes. The two types of materials selected here are the Nomex honeycomb 
composites and quartz-fiber composites. The former is predominantly air-filled and has electrical 
properties close to that of air [2]. The quartz-fiber composite material also exhibits ultra stable 
electrical properties with temperature variations. It has a relative dielectric constant close to 1.7 and a 
tan8 value approaching 0.00045 at room temperature [2]. In our study we decided to use these two 
selected composite materials in two different combinations to manufacture dual-feed aperture coupled 
antennas, which can also incorporate a polarization switch. 

Fig. 1 depicts the cross-sectional view of the antenna aperture entirely formed by a honeycomb 
composite material, which is interleaved with conducting patches and the feed network. The 
individual layers are joined together using a bonding film (prepreg). Fig. 2 shows the modification of 
the patch antenna configuration manufactured with both the quartz-fiber composite and honeycomb 
composites. In terms of the electrical properties, the two designs differ in dimensions, radiation 
properties and mutual coupling characteristics. 

Honeycomb core 

Radons skin Prepreg 

Honeycomb con» 

Ground ptone 

Fig. 1. Generic configuration of a patch antenna 
integrated with the feeding network in 
honeycomb composite technology. 

Fig. 2. Generic configuration of a patch antenna 
using a quartz-fibre composite as the 
antenna's substrate. 

Using the two generic configurations of Fig. 1 and 2, we designed numerous antenna elements in 
frequency bands from about 1GHz to 2.5GHz. The designs of these antenna elements have been 
accomplished using Ensemble of Ansoft. Fig. 3 presents the calculated and measured return loss 
characteristics for the antenna element developed entirely in the honeycomb technology (core 
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thickness 25 mm). The element is dual-polarized and is to operate in the 890 to 960 MHz frequency 
band. The element does not include radome. 

800 850 900 950        1000 
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Fig. 3. Calculated (dashed line) and measured 
(continuous line) return loss characteristics of a 
dual-polarised antenna element made entirely of 
honeycomb composites. 

Fig. 4. Calculated and measured return loss 
characteristics of antenna element made entirely 
of honeycomb composites (measured data for 
antenna with radome shown by dashed line). 

The comparison between the measured and calculated results shows good agreement. Discrepancies 
can be due to the short feeding lines used to preserve the compact size of the module. The overall 
agreement indicates that the performance of the manufactured antenna element with a honeycomb 
composite is predictable. Calculated and measured characteristics of another element (for operation) 
in the frequency band from 1530 to 1660 GHz are shown in Figure 4. Also included is the measured 
return loss of the element with radome made of a 12.7 mm honeycomb core and a polystyrene 
laminate skin. Again, quite satisfactory agreement between the measured and calculated results is 
observed confirming the predictability of the design of antenna elements using the mixture of 
honecomb and quartz-fibre composites. It is worthwhile mentioning that the two elements can be 
made conformal to curved surfaces. 

in. RF SIGNAL DISTRIBUTION NETWORKS 

In order to support antenna beamforming, both analogue and digital beamforming networks can be 
used. In our research we have concentrated on the development of multi-layer directional couplers, 
power dividers and fixed phase shifters that accomplish these tasks. Cross-sectional views of four 
configurations (a, b, c, d) of the investigated coupler structures are shown in Fig. 5. Such passive 
devices are accurately analysed using numerical quasi-static and full-wave analysis methods [3]. A 
major advantage of the chosen configurations is that the printed circuits can be located on a small- 
sized rectangular piece of a dielectric material for example a thin polyimide film. This superstrate 
plate can be firmly fixed onto the main substrate using a suitable bonding film. Thus, the coupler can 
be manufactured separately, tested and approved independently before mounting onto the antenna, 
irrespective of how large the antenna beamforming network is. 

Fig. 5 (e) and (f) present the amplitude and phase characteristics of a 3 dB coupler developed using the 
three-strip configuration (d). The results show that the developed device exhibits almost equal power 
division over one octave band and that the signal phase difference between the output ports is very 
close to 90° over a multi-octave band. 

In addition to equal power dividers, we also developed non-equal power dividers having considerable 
asymmetry, as well as couplers featuring high isolation (in the range of 40dB). However, due to space 
limitation we do not present these results here. 
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Fig. 5. (a)-(d) Cross-sectional views of the investigated two-, three- and four-strip directional 
couplers involving stratified dielectrics, (e), (f) - Measured characteristics of a three-strip 3 dB 
directional coupler developed using structure d (C - coupling; D - directivity; I-isolation; Rl and R2 - 
return loss). 

IV. CONCLUSIONS 

The design and development of highly integrated antenna modules for airborne radar using multi-layer 
honeycomb and quartz-fiber composite technologies, which are commonly employed in aerospace 
industry, has been described. These antenna elements offer easy integration with directional couplers, 
power dividers and phase shifters. Their robustness to environmental stresses is adequate. The 
designed associated directional couplers and dividers involving a bi-level structure, exhibit not only a 
wide operational bandwidth, but also exceptionally good isolation and transmission characteristics. 
The manufacturing cost of these components is moderate and their integration into large antenna 
arrays is not labor-intensive. The presented structures should well withstand large temperature drifts 
due to a varying environment or when down-conversion modules, power supply and control wires are 
incorporated in close proximity. 
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Abstract: This paper investigates the effects of intermodulation (EM) distortion produced by the 
nonlinear high power amplifiers (HPAs) of the space based phased array antenna. Several HPA models 
are investigated, which include the TWTA, SSPA, an "ideal" HPA which is perfectly linear up to 
saturation, and a "perfect" HPA which is perfectly linear and experiences no saturation. This paper 
demonstrates that to achieve the optimal EIRP for a given system, there is a tradeoff between the main 
beam power loss at a low input backoff (IBO) due to EM distortion and the power loss at a high IBO due 
to decreased input power. 

I. Introduction. As the need for satellite communication systems increases, so does the need for space 
based active phased array antennas.  Each radiating element of an active phased array antenna is preceded 
by a HPA which produces IM distortion. This EM distortion adds vectorially in the far field to generate 
EM beams. The location of these EM beams was studied by Sandrin in 1973 [1], and several other studies 
have recently been done to measure the EM beams produced by personal communication system antennas, 
such as Globalstar [2]. However, not much work has been done to characterize the degradation in 
performance of the phased array antenna due to power loss in the main beam directions. As the EBO is 
decreased, the power is spread from the main beam directions to the EM beams. This power loss changes 
the directivity, antenna gain, and EERP of the antenna. The objectives of this paper are to: 

• Study the effects of EM distortion on the array factor of a phased array antenna using several 
different HPA models, including traveling wave tube amplifiers (TWTAs), solid state power 
amplifiers (SSPAs), an "ideally" linearized HPA, and a "perfect" linear HPA which 
experiences no saturation. 

• Investigate the changes in EERP for each HPA model. 
• Introduce a method to calculate the optimal operating point for the HP As which will yield the 

greatest EERP for a given antenna. 
• Introduce the EMAF, which is a way of indicating the severity of the array factor distortion 

due to HPA nonlinearity. 
Section II of this paper will describe the phased array antenna simulation, which will include the HPA and 
antenna models used for the calculations. The distortion of the array factor will be presented in this 
section. Section HI will discuss the degradation in performance of a phased array antenna due to EM 
distortion, and EERP calculations will be presented. The optimal HPA operating point, or EBO, which 
gives the greatest EERP will be introduced and the tradeoffs which influence this EBO will be discussed. 
The focus of this paper is on EERP, since energy per bit (Eb) is proportional to EIRP, and the probability of 
error is related to the energy per bit (actually Eb/N0). The EMAF, which indicates the change of the 
locations and magnitudes of the beams in the array factor, will be introduced in Section TV. Finally, 
conclusions will be presented in Section V. 

II. Simulation. Active phased array antennas consist of several components. Multiple input beams are 
fed into a Beam Forming Matrix (BFM), in which the appropriate phases and/or amplitudes are applied to 
each signal. The BFM has N outputs, each of which leads to a HPA and a radiating element. Because of 
this architecture, the active phased array antenna has N HP As, with each HPA contributing to the EM 
distortion of the array factor of the antenna. Four separate types of HPA models are used for this 
simulation. The AM/AM and AM/PM functions are shown in Table 1. The AM/AM characteristics are 
also graphed in Figure 1. Their input and output voltages have been normalized to their corresponding 
values at saturation. The four models are as follows: the TWTA model proposed by Saleh [3], the SSPA 
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model used by Bogenfeld [3],the ideal amplifier model, and ihn perfect amplifier model. The ideal model 
has a constant gain and is perfectly linear up to saturation. This model was chosen because this is the most 
linear amplifier that can be achieved in practice. The perfect HPA model is perfectly linear until infinity 
and does not saturate. While this model is only achievable in theory, it presents a good reference for 
comparison with the other models as it produces no IM distortion. 

TWTA SSPA Ideal Perfect 

G(A) G(A) =      a'A , 
(\ + a2A

2) 
G(A) = v4A 

f   r   .vl UZpk 

[A0:A>A0 
G(A)=vA 

0(A) M4-  2&>A\ 
(1 + ®2A

2) <X>(A)=0 O(A)=0 <D(A)=0 

Variables ai=2;a2=l;©i=Jt/6;©2=l vk=l;A0=l;pk=2 N/A N/A 

Table 1: HPA Model Functions and Parameters 
For simplicity, a 40 element linear array with X73 spacing was used for these simulations. The two inputs 
are sinusoidal signals at 2 GHz and 2.05 GHz, and the main beam directions are 30° and 60° for these 
signals respectively, with a third order IM beam of the form 2f2-fl at 82°. The magnitude of the 
normalized array factor for this antenna is shown in Figure 2 at 10 dB IBO, where IBO is defined as: 

IBO=101ogl0(Pyi
max /Py)   [dB] 

The maximum input power of the HPA is denoted as Py/™" and Py is the mean power of the signal at the 
HPA input. The four traces in Figure 2 represent the same antenna with each separate HPA model 
discussed above. Each array factor has been normalized to the case of the perfect HPA antenna which 
experiences no IM distortion. The main beams at 30° and 60° of the perfect HPA antenna have been 
normalized to unity.  It can be seen from Figure 2 that the perfect HPA antenna, the ideal HPA antenna, 
and the SSPA HPA antenna have array factors which are very similar. By looking at Figure 1 it can be 
seen that far from saturation these models are very similar, and they therefore should exhibit a similar 
array factor. The TWTA HPA antenna has main beams with magnitudes that are much larger than the 
other models. This is due to the higher gain of the TWTA. Also, it can be seen that the IM beam of the 
TWTA has a larger magnitude. This is due to the increased nonlinearity of the TWTA over the other 
models. Figure 3 shows the array factor of the same four HPA models at 0 dB IBO. The first thing to 
notice is the decreased magnitude in the main beam directions for the TWTA, SSPA, and ideal HPA 
antenna cases. This magnitude is proportional to electric field strength, and the radiated power is 
proportional to the field strength squared. This decrease in main beam power is due to the distribution of 
power from the main beams to the IM beams. Figure 3 also shows the growth of the IM beams as the 
HP As approach saturation. The following section discusses the degradation in antenna performance due 
to power loss in the main beam. 

in. Effects oflM Distortion on the Performance of a Phased Array Antenna 
Several parameters such as antenna gain, directivity, and EIRP are used to measure antenna performance. 
The gain of an antenna can be calculated as [4] 

G(G) = eDm = <&-=   «AF»\ 
U0      avg[(AF)f 

where G(0) is the antenna gain, e is the antenna efficiency, D(0) is the antenna directivity, U(0) is the 
radiation intensity, Uo is the average value of the radiation intensity, and [(AF)] is the normalized array 
factor. The EIRP for an antenna can then be written as 
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EmP=PTG=N(PinHPA)(GHPA)G 
Where PT is the transmitted power, N is the number of radiating elements, Pi„HPA is the input power to each 
HP A, GHPA is the gain of the HP A, and G is the antenna gain. Figure 4 shows the EIRP calculated in the 
30° main beam direction for the antenna described in Section II.  The EIRP is plotted versus IBO. It can 
be seen from Figure 4 that the EIRP curves for the antennas which experience IM distortion are convex 
and experience a maximum EIRP. This is due to the tradeoff between operating the HP As near saturation 
which produces IM distortion and operating the HP As at a high IBO. As seen in the figure, as the HP As 
are operated at a high IBO, the EIRP decreases in value due to a decrease in input power to the HPA and 
consequently a decrease in transmit power. Conversely, near saturation at a low IBO, the EIRP decreases 
due to a decrease in main beam power as the power is spread to the spurious IM beams. This decrease 
was illustrated in Section n. There is an optimal operating point for each HPA which yields the maximum 
EIRP for the antenna. This optimal operating point is about 2.5 dB IBO for the ideal and SSPA models, 
and about 7 dB IBO for the TWTA model. Another interesting aspect of Figure 4 is the relatively high 
EIRP values for the TWTA HPA antenna. This again is due to the high gain of the TWTA. Yet while the 
TWTA has a much higher gain, it is more nonlinear than the other models and this is evident by the sharp 
decrease in EIRP as the TWTA approaches saturation. The last thing to notice from Figure 4 is that the 
behavior of the perfect HPA antenna experiences no IM distortion, and therefore the EIRP continues to 
increase as the IBO is decreased. 

IV. IM Factor. The change in EIRP can be attributed to a change in the array factor of the antenna due to 
intermodulation distortion. A parameter called the IM Factor can be used to demonstrate the variation of 
the array factor. The array factor produced by an antenna with IM distortion can be thought of as the 
multiplication of the array factor of the perfect antenna with a IM factor which introduces the IM 
distortion. The IM factor is a function of both angle and IBO, and can be expressed as: 

IM factor(0,IBO)=(AFIM) /(AFp^t) 
To minimize the effect of IM distortion, both array factors should be equal for all angles, which will yield 
a IM factor of unity for all angles. Figure 5 shows the IM factor for the SSPA HPA antenna at 10 dB IBO. 
This IM factor is very close to unity in all directions, which indicates mat there is little IM distortion at 
this IBO. Figure 6 illustrates the IM factor for a TWTA HPA antenna at 0 dB IBO, which is at saturation. 
This plot is very jagged and has peaks of large magnitudes, which indicates a large difference between 
the two array factors as a result of the IM distortion. Figures 5 and 6 demonstrate the ability of the IMAF 
to indicate the severity of the degradation of the array factor due to nonlinearity. 

V. Conclusions. This paper presents a way to determine the optimal operating point for the HP As in a 
phased array antenna which will provide the maximum EIRP. This paper also demonstrates that when 
considering several HPA models, the TWTA gives the largest EIRP value for a given system. This 
illustrates another tradeoff: the nonlinear TWTA model has higher IM beam strengths, yet it has a higher 
gain and thus has a higher EIRP value. The ideal model, which is linear up to saturation, has lower IM 
beams but also yields a lower EIRP value. This indicates that when designing the HP As for the phased 
array antenna, the requirements of the system (i.e. link budget, IM beam levels) can dictate whether to 
strive for absolute linearity or high HPA gain. 
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ABSTRACT 

Development of a basic X-band 
3DIC/MEMS microwave transmit module has 
been investigated for  the  possibility   of a 
conformal phased array technology. An 
innovative approach using the microelectronics 
and MEMS processing technologies was 
implemented to develop 3D-IC processing 
technology. This allows us to investigate 
technology development needed for minimum 
module depth to enable distribution on any 
arbitrary surface. For the initial phase, as a 
demonstration vehicle, a basic passive transmit 
module was designed, fabricated and 
characterized at microwave frequencies. 

INTRODUCTION: 

Current T/R module technology has a 
distinct disadvantage because the depth of a 
typical module is too large compared to its 
lateral dimensions to be used in a conformal 
configuration as shown in Figure 1. In order 
for a module to be universally conformal to 
any arbitrarily curved surface, the depth of the 
module must be negligibly small compared to 
the maximum lateral dimension of the module. 

Figure 2 shows various antenna topologies 
that can provide the technology advancements 
needed for implementing affordable conformal 
phased arrays for next generation aircraft and 
commercial applications. As aerodynamic 
requirements and lower radar cross section 
(RCS) requirements of the future aircraft 
become more demanding, it becomes more 

difficult   to   meet   the   requirements   with 
conventional radome technology.  Conformal 
phased  array   technology   is   one   possible 
alternative    to    meet   these    requirements. 
However,  the   curvature   of the   particular 
conformal    surfaces    and    the    positional 
relationships    of   the    radiating    elements 
introduce many problems which are different 
from   those   associated   with   electronically 
controlled planar arrays. Linear or planar 
arrays do not have depth restrictions as long as 
the separation between the modules does not 
exceed more than XI2. If the present day 
modules are stacked in circular or any arbitrary 
plane the separation between the antennas will 
exceed A/2 and lead to unwanted lobes. On the 
other hand, thin modules can be stacked on any 
arbitrary surface. 

Because of these complicated radiating 
elements and required control circuits, many of 
these arrays need to have active 
transmit/receive modules located behind the 
radiating elements. This demands more 
compact and efficient microwave and 
millimeter MC As. The proposed approach 
will provide one step in the technical 
advancement to achieve affordable conformal 
phased array technology. 

In this paper, an innovative vertically 
interconnected        multilayer microwave 
monolithic (M3) circuit approach is presented. 
Various developments of this new technology 
will allow us to implement vertically 
interconnected  3D  M3IC  for  an  affordable 
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conformal phased array antenna development. 
The proposed development is based on 
deposition of multiple dielectric and conductor 
layers including an integral planar antenna. The 
extensions required for development of major 
components of the T/R module and the specific 
areas will be further discussed. 

Issues on 3D MODULE 

Figure 3 shows the schematic depicting 
diagram of the 3D module that is being 
developed for affordable conformal phased 
array antenna systems. 

A substrate such as GaAs or Silicon wafer 
is used as a substrate. The active devices for a 
power amplifier are processed on the 
substrate. Some of the necessary passive circuit 
elements are also processed on the substrate 
layer. Then a dielectric layer is deposited 
followed by the ground metal deposition. A 
second dielectric layer is then deposited over 
the ground plane followed by another metal 
deposition. This metal becomes the circuit 
plane. The circuit includes passive elements 
such as the matching and bias networks. Then 
another dielectric layer is deposited prior to 
deposition of the upper ground plane. This 
plane also becomes the lower ground plane of 
the next circuit layer. A 
metal/dielectric/metal/dielectric/metal 
combination constitutes a circuit layer. Prior to 
processing the subsequent layer various via 
holes and trenches is then processed to 
interconnect the circuit elements with different 
levels. 

One of the hurdles to overcome during 
development is the problem associated with the 
two ground planes between the previous and 
subsequent circuits. The two ground planes act 
as a parallel transmission lines and the signal 
from one circuit layer to the subsequent layer 
may not follow the circuit transmission line and 
tends to leak through the side openings. In 
order to prevent this, metal side walls are 
inserted to short all ground planes to the same 
potential. 

Among possible distributed transmission 
line elements that can be used for 3D-IC 
circuitry are   striplines and CPWs. Currently, 

the only element library that can satisfy the 3D 
circuitry elements is the stripline library. On the 
other hand, other element libraries, such as 
CPW is limited with only the top surface open 
to air or with an air filled metal cover. 
Therefore, CPW transmission lines with more 
complicated structures should be reformulated 
from the conventional structures. Thus 
extensive development work is needed to build 
the necessary circuit element libraries for the 
3D-IC modules. 

This work also incorporates a planar 
antenna as a radiating element. Various patch 
and slot antennas are prime candidates for these 
types of applications. 

EXPERIMENTAL WORK 

Design, simulations and processing of 
various sub-circuits were undertaken to provide 
initial implementation of the various sub- 
circuits of the 3D-IC. 

a) ANTENNA 

Figure 4 shows the perspective and the top 
view of the cavity-backed slot antenna. A 
design frequency of 13 GHz was chosen. 

ANTENNA   CAVITY 

As shown in Figure 4, a cavity was created 
between the top and bottom ground planes by 
building four vertical metal walls in the 
dielectric layers. The field distribution in the 
slot was dependent on the excitation of higher 
cavity modes. Since the whole cavity is very 
thin, the depth of the cavity (44 (im) was much 

less than one half of the guide wavelength (A,g) 

at 13GHz. With the cavity's depth of 44 [im, 
the closest higher order mode was then TM120 
that resonates at 13.27GHz. 

ANTENNA     STRIPLINE     OFFSET-FED 
SLOT 

The slot antenna was fed by a 50 Ohm 
stripline. The stripline was short-circuited at 
one of the metal side walls. In the initial 
design, no matching elements were used. 
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The input impedance of the cavity backed 
slot antenna was measured using HP 8510 
network analyzer. The measured input 
impedance of the antenna is shown in Figure 5. 
The magnitude of Sn was -42.9dB at 
13.35GHz. EM simulation of the cavity and 
slot using Ansoft HFSS predicted -8.7dB of 
Sll at 14.36GHz with no significant insertion 
loss. 

b) INTERMEDIATE LAYER T/R 
SWITCH 

Contrary to the conventional MEMS type 
microwave switches, spin-coated polyimide 
was used in place of silicon as a supporting 
dielectric substrate. Micromachined switch and 
the   coplanar   waveguide   were   sandwiched 
between two 30um polyimide layers. A bottom 
and a top ground planes were used to shield the 
switch layer from interference with other 
layers. 

The movable part of the switch consisted of 
a 2um thick rectangular Au plate with four 
serpentine beams attached at each corner. Four 
electroplated Au posts were used to raise it 5 
Urn above the CPW. Beam width was chosen 
to be 4[im so that the top plate can be easily 
pulled down with relatively low voltage while 
providing the necessary mechanical strength. 
Other parameters such as the switch metal plate 
length, serpentine beam length, and coplanar 
waveguide center strip width were optimized. 
Figure 6 shows the top view of the processed 
switch with perforated top plate. 

c) PROCESSING: 

An innovative combination of the 
microelectronics and MEMS processing 
technologies was implemented for 3D-IC 
processing development. 

• Dielectric deposition: Polyimide is used 
for the dielectric material. It was spin coated 
followed by soft and hard cures. With multiple 
depositions, up to 70 |xm thick layers were 
obtained. 

• Metal deposition: Cr/Au/Cr was used for 
the metal layers deposition. Initially Cr/Au was 
sputtered.     Using     electrodeposition,     the 
thickness was increased to 2[Am. Then it was 
followed by Au/Cr sputtering. 

• Vertical posts and trenches: RIE was 
performed using an 02/CF4/Ar gas mixture. 
The flow rates were varied to determine the 
etch rate of polyimide. Au was used as a mask 
for RIE. 

CONCLUSIONS: 

A new technology is being developed to 
implement a vertically interconnected 3D 
module for affordable conformal phased array 
antenna technology development. Initial 
design, simulation and processing steps were 
taken to realize some of the essential sub- 
circuits of the module. 

ACKNOWLEDGMENT: This work is 
supported by AFRL, Wright Patterson AFB, 
Ohio. Contract number: F33615-96-2-1945 

REFERENCES: 

[1] Altan M. Ferendeci, Bosui Liu, Ho Huang, 
Misoon Mah, and Lee Liou, "3D Multilayer 
Monolithic Microwave (M3) Passive 
Transmitter Module," IEEE MTT-S Digest, 
445-48(1999). 

[2] Warren L. Stutzman, Gary A. Thiele, 
Antenna Theory and Design. 2nd Edition, 
New York John Wiley & Sons, Inc. 
cl998. 

[3] C. Goldsmith, T-H. Lin, B. Powers, W-R. 
Wu, and B., Norvell, "Micromechanical 
Membrane Switches for Microwave 
application", IEEE MTT-S Digest 1995, 
pp91~94 

51 



Figure 1. Present day quad phased array 
module and the future 3D-IC module. 

Conformal 

Figure 2. Various topologies for phased array 
antenna systems. 
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Figure 4. Cavity backed slot antenna. 
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Abstract - Results of the investigation of polarization reflective phase shifters are presented. It is proved that 
application of the polarization principle of phase changing results in effective fast low loss phase shifters. It is 
shown that insertion loss level less than ldB can be achieved in Ka band Peak phase errors were reduced to 5 
degrees, and observed switching time was in the nanosecond range. 

Introduction 
Rapid development of Ka-band satellite communication systems causes a growing interest to the research 
works in the area of Ka-band phased arrays. However, one of the main obstacles that delays the design of 
the millimeter-wave phased arrays is the absence of the fast low-loss phase shifters. 

We have investigated the possibility of the design of reflective phase shifter based on the polarization 
principle of phase changing. Firstly this principle was applied by Fox [1], when the mechanical phase 
changer was developed. According to the mentioned principle, the mechanical rotation of the differential 
180-degree phase section results in the additional phase shift in the circularly polarized wave traveling 
through mentioned section. Polarization principle of phase changing has such advantages as small phase 
errors and low level of accompyining amplitude modulation. Application of the electronic simulation of 
mechanical rotation resulted also in the successful design of the spyraphase reflective phased array [2]. 

We propose a new design of reflective polarization phase shifter. Special design of the phase shifter 
permits to achieve the optimal transformation of the p-i-n diode impedance. Therefore, the insertion loss 
level can be reduced significantly. Earlier, the proposed approach resulted in the successful design of the 
amplitude phase modulator [3]. 

Phase shifter design 
Polarization phase shifter is realized as a special control diaphragm, installed in the cross-section of the 
circular waveguide terminated in a short circuit (Fig. 1). The presence of the control diaphragm causes the 
difference in the reflection conditions for two orthogonal components of the incident circularly polarized 
wave. Therefore, the orthogonal components of the incident wave are reflected from the control 
diaphragm with the different reflection coefficients Tn and r±. For this case, the electric field of the 

incident wave (Ef) and the electric field of the reflected wave (Er) can be expressed as follows: 

E,=E0fc + ßy)e-"" ^ (1) 

Er=0.5Eoe
2»(r„ -ri)(ex-ßy)e"-+0.5E0(r„ +r±)(ex +jeje**' 

where E0 is the magnitude of the incident wave, ex and ey are the unit vectors in the directions x and 

y respectively, ß is the propagation constant, j = yj(-l), Y is the angle that determines the angular 

position of the control diaphragm (Fig. 1). 
According to (1), the reflected wave is divided in two components. The first component is a circularly 

polarized wave with the same direction of rotation of electric field vector as compared to Et. The phase of 
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this component is determined by the angle y . The second component is the circularly polarized wave with 

the opposite direction of rotation as compared to Et. It is impossible to control the phase of this wave. 

When 
r1=-rtf, (2) 

the magnitude of the second component of the reflected wave is zero. One can control the phase of 
reflected wave by changing angle y . Hence, the mechanical rotation of the control diaphragm leads to the 

appearance of additional phase shift in the reflected wave. This phase shift is equal to 2y . 

The velocity of mechanical rotation is not sufficient for the phased array applications. Therefore, the 
electronic simulation of mechanical rotation should be used [2]. We need to situate switching elements (p- 
i-n diodes) on the surface of control diaphragm. Switching of these diodes should be equivalent to the 
mechanical rotation of the control diaphragm. 

Design of the Control Diaphragm 
Two designs of the control diaphragm were proposed and investigated. According to the first design, the 
control diaphragm of one-bit phase shifter consists of a ring slot resonator 1, two radial inductive stubs 2 
and 3 and two p-i-n diodes 4 and 5 connected in parallel to the radial stubs (Fig. 2). At any time, one p-i-n 
diode is switched on and one is switched off. 

The control diaphragm operates in the following way. Assume that diode 4 situated at stub 2 is switched- 
off. Hence, stub 3 is shorted by the switched-on diode and can not be excited. In this case, the control 
diaphragm is equivalent to the ring slot resonator for the vertical component of the incident wave because 
stub 2 can not be excited by mentioned component. The parallel resonance of the control diaphragm 
occurs when the average diameter of the ring slot resonator is approximately equal to A/TT, where A is 
the wavelength. At the resonant frequency, the control diaphragm is transparent with respect to the vertical 
component of the incident wave. Therefore, no-load condition is assured in the plane of the control 
diaphragm for the vertical component when the metal wall is placed at the distance of A/4 from the 
control diaphragm. 

The control diaphragm reflects a horizontal component of the incident wave in the different manner. This 
horizontal component excites stub 2, where switched-off diode 4 is situated. In this case, the series 
resonance occurs because of the series connection of the capacitance of switched-off diode 4 and the 
inductance of the outer metal ring 7 (Fig.2). At the resonant frequency, the control diaphragm reflects the 
horizontal component of the incident wave with the reflection coefficient that is approximately equal to 
-1. It is possible to change the frequency of the series resonance by changing the length of radial stub 2. 
When the frequency of series resonance becomes equal to the frequency of the parallel resonance; 
additional differential phase shift of 180 degrees appears between the orthogonal components of the 
reflected wave. This is equal to the fulfillment of condition (2), when the insertion loss in the p-i-n diodes 
is neglected. Furthermore, switching of the p-i-n diodes is equivalent to the rotation of control diaphragm 
on the angle of 90 degrees. Hence, one-digit phase shifter has been realized. 

The control diaphragm of M-bit phase shifter should contain 2M radial inductive stubs with the diodes 

installed in each stub. At any time, one diode is switched off and 2M -1 diodes are switched on. The 
principle of operation is the same, but now it is possible to simulate the mechanical rotation on the angles 

nnjl , where n = 0,1,2...2M -1. As a result, corresponding phase shifts appear in the reflected 
circularly polarized wave. 
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The fulfillment of the condition (2) is more difficult when the insertion loss in the p-i-n diodes are taken 
into account. For this case, only the optimal transformation of the diode impedance leads to the fulfillment 
of (2). It was proved [3] that the proper choice of the width w of ring slot resonator 1 (Fig. 2) assures 
mentioned optimal transformation. 

The second design of the control diaphragm is shown in fig. 3. The absence of the central metal circle 6 is 
the unique difference from the design described above. The frequency of the series resonance does not 
change when the central metal circle is removed. However, the distance between the control diaphragm 
and the metal wall should be more than A/4 in order to compensate the inductive reactance of the metal 
ring 7. In this case, the optimal transformation can be achieved by the correct choice of the diameter of the 
metal ring. In both cases all switching diodes and bias circuits are arranged in a unique plane. Therefore, 
planar technologies can be applied during the fabrication process. 

Fabrication and performance 
The two bit phase shifter had been fabricated using the first design of the control diaphragm. The control 
diaphragm was printed on the microfiber reinforced PTFE substrate. In the 29.3-31.9 GHz frequency 
range, experimentally observed insertion loss were less than IdB. The minimum insertion loss was 
0.75dB. The peak phase error was less than 15 degrees in the mentioned frequency band. This phase error 
appeared because of the 10% spread in the values of capacitance of the switched-off p-i-n diodes. 
Accompanying amplitude modulation was less than 0.2dB. Measured switching time was less than 50 ns. 

Then the two-bit phase shifter that used the second design of the control diaphragm was built. Special 
technology, proposed by Dr. Skachko [4] was used to fabricate bias circuits. In the 36-38 GHz frequency 
band, measured insertion loss was less than IdB. The minimal insertion loss was less then 0.6 dB. Peak 
phase errors of 15 degrees were observed. These phase errors can be attributed to the 15% spread in the 
capacitance of the switched-off diodes. Theoretical predictions [3] indicate that this phase shifter can 
handle up to 2.5 W of continuos microwave power. 

Finally, it is useful to mention the results of experimental investigation of the amplitude-phase modulator 
[3]. The main element of the modulator was the three-bit phase shifter that used the first design of control 
diaphragm. The separation of the diodes according to it capacitance and the stub tuning were used to 
reduce phase errors. As a result, measured maximum phase errors were reduced to 5 degrees in the 36- 
37.5 GHz frequency range. Insertion loss of the phase shifter was less than IdB in the mentioned 
frequency range, while amplitude imbalance between two different phase conditions was less than 0.3dB. 
Switching time less than 35ns was achieved. This phase shifter was able to operate under the 400mW of 
continuous microwave power without any significant change of performance. 

Conclusions 
The new design of the Ka band phase shifters is presented. Fabricated phase shifters demonstrated 
insertion loss level less than IdB. With the special measures applied, the peak phase errors were reduced 
to 5 degrees while accompanying amplitude modulation was less than 0.3 dB. These phase shifters are 
suitable for the usage in the passive reflective phased arrays due to the fast and accurate performance. 
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Fig. 1. Design of the polarization reflective phase shifter 

Fig.2. The first design of the control diaphragm (one-bit phase shifter is assumed) 

Fig.3. The second design of the control diaphragm (two-bit phase shifter is assumed) 
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ABSTRACT 

In this paper, we mention the array antennas and 
the directional antennas, which are designed for 
millimeter wave band, to realize high-speed 
wireless access systems between base stations and 
mobiles. We also describe a view of the proposed 
system and design the channel models between the 
base station and the mobile. Finally, we show the 
characteristics of the antennas. 

INTRODUCTION 
A great interest of high-speed wireless access 
communication systems has been growing because 
of a need of large-capacity wireless access systems 
[1][2]. We have been investigating the technical 
feasibility of the system which realizes high-speed 
wireless access systems between the base station 
(BS) and the high-speed mobile terminals. The 
millimeter-wave (MMW) band spectrum should be 
employed in the system because of the congestion at 
lower frequencies, the available wide bandwidth, and 
the compactness of antenna and radio components 
[3]. However, the MMW is characterized by 
obstruction by buildings and other structures and by 
transmission loss in air [4]. To overcome these 
problems and extract the advantages of the MMW 
band, we have proposed a concept of a new MMW 
system, as shown in Fig.l, in which the distance 
between the base station and the mobile terminal is 
shorter than that of the other microwave mobile 
systems [5]. In this system, each base station has 
array antennas to track mobile terminals and provide 
the maximum gain to the desired signal direction and 
suppress the interference from the other terminal. 
Moreover, the radio-on-fiber technique is introduced 
to simplify and miniaturize the equipment of the 
base station. In this technique, the base stations are 
connected to the control station via optical fiber. 
Furthermore, by using the optical wavelength 
division multiplexing subcarrier (WDMSC) 
transmission, the control station can directly manage 
the array antenna of the base stations. 

In this paper, we propose new cell configurations for 
MMW access systems which can transmit high- 

speed data signals to the mobile terminals. Then 
the most suitable antenna configurations for these 
cell configurations will be proposed. We also 
clarify the specifications of the antennas to establish 
communications between the BS and mobile 
terminals. Finally, the experimental results of each 
antenn developed by our study will be discussed. 

Base Station       ^ZZp^ZZTjkC 

Optical Fiber 

Figure 1.   System Overview 

ANTENNA CONFIGURATIONS FOR MMW 
ACCESS SYSTEMS 

A. Antenna Design Considerations 
First let us consider the specifications of the 
antenna design. In the system we proposed here, 
the transmission between the base station and 
mobile terminal will be characterized by a line-of- 
sight propagation path and multipath propagation. 
However, for simplicity, we consider a single line- 
of-sight propagation path to design the antennas. 
We assume the following conditions to design the 
antennas for the base station. 

• The free space propagation model is used. 
• The center frequency of signal is 59.5 GHz. 
• The transmitted power is 10 dBm. 
• The maximal separation distance between BS 

and mobile is 50 m 
• Carrier-to-noise ratio (CNR) is required to be 

at least 15 dB. 
• The bandwidth of the channel is 50 MHz. 
• Noise figure (NF) is 10 dB. 
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The CNR is defined as 

CUR = Pr+GT+LfKe+GR-NP 

where PT is the transmitted power, GT is the 
transmitter antenna gain, GR is the receiver 
antenna gain, NP is the noise power which is 
calculated at -87 dBm when NF = 10 dB. Using 
these parameters, the cell configurations of the 
MMW access systems have to be considered. 

Two cell configurations, as shown in Fig.2, are 
proposed here. One is a single-side-radiation 
system, which covers the area of the left (or right) 
side of the BS. The other is a both-side-radiation 
system, which covers the both sides of the BS. 
These two systems have the following 
characteristics: 

The single-side-radiation system: 
• The propagation distance is longer. 
• The efficient utilization of the signal power 
• The influence of multipath signals may 

increase. 

The both-sides-radiation system: 
• The propagation distance is shorter. 
• The probability of intercept is lower. 
• The electric field strength at both sides is low. 
• The antenna beam at the mobile should be 

changed when the mobile passes under the 
BS. 

(b) Boresight=80 °, Beam width=20 ° 

VS.. V\ 
*-. 

v-- 

(a) Single-Side-Radiation System 

./VV ,*7\ ,'V\ 

\y 

(b) Both-Side-Radiation System 

Figure 2.    Cell Configuration of Each System 

Let us consider the requirements of the BS 
antenna. We assume the patch antenna with a 
gain 5.74 dBi is used at the mobile terminal. 
First we consider the case of the single-side- 
radiation system. Fig. 3 shows the calculation 
results of the CNR of the single-side-radiation 
system using a cosecant-beam antenna whose 
direction of boresight is 80° and beam width is 20°, 
and a patch antenna whose direction of boresight 
is 50°. and beam width is 80°. These results 
reveal that at least two antenna beams are required 
at the BS to obtain the CNR at 15 dB. Moreover, 
the antenna gain is required about 18 dBi when the 
mobile is at the end of the cell. The usage of 
array antennas seems to be ideal for tracking the 
mobile terminals and beamforming the BS antenna 
in our system. However, the array antenna with 
several elements cannot obtain enough gain when 

Boresight=70°, Beam width=80° 

(a) Boresight =50°, Beam width=80 ° 
Mobile 

L£ 
15 20 25 30 35 

(a) Boresight=50°, Beam width=80° 
40 45 50 

«5   "5      0
610 15 20 25 30 35 40 45 50 

(b) Boresight=80°, Beam width=20° 

Figure 3 Calculated CNR by two beam patterns at the BS 
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the mobile terminal is at the far distance from the 
BS. As shown in Fig.3, the multibeam antenna 
which consists of the patch and cosecant antennas 
can realize the single-side-radiation system. In 
general, the cosecant antenna is suitable for 
making a narrow beam, while a patch antenna is 
good for making a wide beam. 

Next, consider the case of both-side-radiation 
system, the angle of the antenna beam should be 
smaller than that in the previous case because the 
propagation distance is shorter. For example, the 
antenna beam with the boresight of 70° and 
beamwidth of 60° can obtain the CNR=15 dB at 
the both sides of the cell. Therefore, an array 
antenna seems to be suitable for both-side- 
radiation system. 

Table 1 summarizes the relation ship between the 
systems and the antenna configurations. As for 
the antenna for mobile terminals, it should be 
compact and simple. The patch antenna ca be 
considered as one of candidates. 

achieved at the direction of boresight of 80°. 
Therefore, the combination of the cosecant-beam 
antenna and the patch antenna can make the 
single-side-radiation antenna pattern. 

. ••   •• 
'•«»{M 

Figure 5. Radiation Patern of Cosecant-Beam 
Antenna 

Single-Side 
Radiation System 

Both-Side 
Radiation System 

Base 
Station 

Cosecant & Patch 
Antenna 

Array Antenna 

Mobile 
Terminal Patch Antenna 

Table 1 Antenna Structures for Base Station and 
Mobile Terminal 

B. Millimeter-Wave Cosecant-Beam Antenna for 
Single-Side-Radiation System 
The cosecant-beam antenna is made of aluminum 
which is polished mechnically. The external 
view of the antenna is shown in Fig.4. Fig.5 
showns the experimetal results as well as the 
theory.   The high gain characteristics have been 

Figure 4. Cosecant-Beam Antenna Structure 

C. Millimeter-Wave Array Antenna for Both- 
Side-Radiation System 
In the introduction, we mentioned that the BS can 
estimate the location of the mobile to make a 
antenna beam toward the mobile. We have 
already proposed a tracking method and developed 
a real-time processing unit [6]. According to our 
study, we realize that the direction of arrival of the 
signal from the mobile can be estimated precisely 
using 4-element array antenna and the tracking 
algorithm [7]. 

The making of an array antenna at MMW requires 
great skill because the frequency of MMW is 
extremely high. We developed an array antenna 
that applied a microstrip antenna (MSA) as the 
antenna element. Since a directivity of a MSA is 
generally wide, it has no trouble to steer the main 
beam when used as an array antenna. In addition, 
an MSA is manufactured by using the 
photolithographic etching technology, and so it 
can easily build an array antenna with interelement 
spacing of a half-wavelength. 

The array antenna we developed has a multi layer 
structure, shown in Fig. 6. This type of MSA is 
called an "electromagnetically-coupled microstrip 
antenna" or a "proximity-coupled microstrip 
antenna." The center frequency of this antenna is 
59.5 GHz. This antenna has a 4-element linear 
array of rectangular patch antennas with uniform 
interelement spacing of a half-wavelength. To 
make the mutual coupling between the elements 
equal, parasitic elements are placed at both ends of 
the array.    The radiating patch is fed by a feed 
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line in the middle layer and excited by the 
interaction between the radiation patch and the 
feed line. Although different substrates can be 
used on the radiating patch side and the ground 
plane side of this type of antenna, the same 
substrate is used on both sides. 

The actual beam patterns of the array antenna are 
shown in Fig. 7 when the phase difference 
between element is set at 0 and 120 degrees. A 
good agreement between the experimetal results 
and the calculations has been obtained. 

Figure 6. Structure of Proximity-Coupled 
Microstrip Array Antenna. 

CONCLUSION 

The antennas of the base station for millimeter- 
wave wireless/mobile access systems have been 
discussed. Two cell configurations, the single- 
side-radiation and the both-side-radiation systems 
are proposed for the MMW access systems. The 
requirement of the cosecant-beam antenna the 
array antenna has been discussed. The results 
described in this paper will be used for designing 
the base station for the MMW access systems. 
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Figure  7.  Beam  Pattern of Proximity-Coupled 
Microstrip Array Antenna. 
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Diversity reception is a technique in radio communications to provide better spectrum efficiency 
with a cost of an extra set of antennas. The basic requirement of antenna diversity is to have more 
than one way to receive incoming electromagnetic waves provided usually by a multi-element an- 
tenna configuration. The reception modes should be as uncorrelated as possible since the received 
signal to interference ratio can be optimized in basis of the correlation properties of the signals. A 
well known example of the antenna diversity usage is the reduction of signal fading in multi-path 
environments such as downtown areas in large cities or indoor environments. Antenna diversity in 
its various forms and implementation techniques is found to be a very useful and cost-effective ad- 
dition to many narrow bandwidth TDMA/FDMA-systems, as well as low-chiprate CDMA-systems. 
Applications of diversity reception include for instance cellular phone networks and wireless local 
area networks (WLAN). 

4 S 
relative distance [m] 

Figure 1:  The simulated microcellular environment and an example of the received signals as a 
function of distance. 

The operation of antenna arrays and its radiation properties are generally understood in the 
form of power patterns.   Likewise, one approach to produce uncorrelated reception modes with 
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antenna arrays is to create uncorrelated power patterns. However, array antennas inherently also 
have the possibility to vary their phase characteristics ie. the phase pattern [l]-[3]. This is another 
and quite opposite approach in utilizing array antennas and the antenna diversity concept. 

y, z 

1.3A 

2.6A 

Figure 2: 2-dimensional diversity array and horizontal plane antenna patterns for both horizontal 
and vertical alignments of the array. 

An antenna pattern synthesis method is introduced, which results in exactly the same power 
pattern but disssimilar phase patterns for the array. The theory of the pattern synthesis is rather 
general and can be applied for linear, planar or 3-dimensional array pattern design. The antenna 
patterns provided by the synthesis method can be applied in diversity reception while the dissimilar 
phase patterns offer uncorrelated signals to be utilized in reducing destructive interference. The 
antenna diversity would therefore be implemented in selection combining between the different 
antenna pattern excitation and thus fulfilling the desired coverage planning requirements. 

This theoretical study of antenna array diversity is followed by assessments of the technique in 
various simulated surroundings. In a microcellular urban environment, where antenna heights are 
clearly below rooftops, a 2-dimensional radio channel simulation model is used. Wall reflections, 
corner diffractions and the ground reflection are taken into account in a city perspective as linear 
polarization is being used. 

In an indoor radio propagation channel, reflections from the floor and the ceiling are important 
sources of signal interference, thus making the propagation environment more complex and prone 
to severe signal fading. A small 2-dimensional array (Figure 2) in a base station could be a 
simple but effective method to neutralize the effects of fading. The fading reduction performance 
is assessed from a signal response of a 3-dimensional ray-tracing radio channel program. The 
simulator program takes into account the polarization effects of the propagating signal, which leads 
to a good estimate of the signal correlation between different array responses and antenna diversity 
methods. The use of an antenna array in a base station provides means to design the radiation 
pattern according to coverage needs and, on the other hand, to utilize the signals in all array 
elements in diversity reception. 
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Figure 3: The simulated office environment and the corresponding receiver signal response 
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Abstract - This paper presents three simple smart 
antenna algorithms without eigenvector findings and 
compares them with a conventional smart antenna 
with eigenvector finding. Either the maximum output 
power or the maximum signal-to-interference-plus- 
noise-output power ratio (SINRo) criteria are used to 
develop the simple smart antennas. The proposed 
smart antennas require computational loads of the 
order 4M or 4M+2M' per snapshot where M is the 
number of antennas while the conventional smart 
antenna requires order larger than M2 due to the 
generalized eigenvector finding. Furthermore, the 
proposed simple antennas can show lower bit error 
rate (BER) results than the conventional one when 
multipath channels have unequal strength and 
interference comes from a cluster of many other 
users, e.g., users in a building. 

1.   Introduction 

Recently a technique for estimating the vector 
channel and the corresponding adaptive beamformer 
has been developed for CDMA wireless systems [1]. 
The adaptive algorithms in [1] are based on 
generalized eigenvector and eigenvalue finding and 
are designed to maximize SINRo. They require 
enormous amounts of computation and not simple to 
apply in practical fields. These heavy computations 
are due to the calculations of eigenvalues and 
eigenvectors of MxM auto-covariance matrices for 
the antenna array outputs. 

Simple smart antennas based on maximum output 
power instead of maximum SINRo were introduced in 
[2-4] to significantly reduce the number of 
computations. The research in [2] shows performance 
similar to results in [4]. However, the maximum 
output power criteria in [2] employs a Lagrange 
multiplier method and introduces slightly higher 
computational loads (5.5M compared to 4M in [4]). A 
weak point of the maximum output power based 
algorithms is that the optimum weight vector for a 

weak path signal can track an undesired user or 
strong path signal direction, if the power of the 
undesired signal is strong or signal-to-interference 
input power ratio (SIR) is low. 

It is desirable to develop a smart antenna algorithm, 
which maximizes not only the SINR but also has 
smaller computation loads. In this paper two such 
smart antenna algorithms are proposed and compared 
with the existing smart antenna with eignevector 
finding in [1] and one is based on the maximum 
output power criteria in [4]. Two of four algorithms 
only require computational loads of the order 4M per 
snapshot where M is the number of antennas in a 
sector at a base station. The other proposed algorithm 
that is based on the maximum SINRo criteria requires 
computational loads of order 4M+2M2. All three 
algorithms do not require any computation of 
eigenvalue and eigenvectors. 

2.   System Models 

In a transmitter, the input data stream d„'(k) in the 
pilot channel is 1 and the input data stream d„ßß) in a 
traffic channel is a random sequence of ±1 where k 
denotes code symbol (or snapshot) index. The pilot 

amplitude A0 is chosen to V8 times that of a reverse 
traffic channel according to the specification in [5]. 
The pilot and traffic channels are multiplied with the 
orthogonal Walsh codes b„'(i)=l and bn

Q(i)=±l 
alternating sequence, and the in-phase and 
quadrature-phase data are pseudonoise (PN) spread 
with an(i)-a„'(i)+ja„Q(i) where i denotes the chip 
index. PN spreading gain is assumed to be 64 chips 
per code symbol. The PN spread signal can be 
written as (AodJ(k)b,!(i)+jdn

Q(k)bn
Q(i)} 

(an
J(i)+ja„e(i)) = {Ao+jdM)b„ß(0} (an

l(i)+ja„Q(i)). 

Figure 1 shows a receiver with a smart antenna 
processor for the cdma2000 reverse link [5]. It is 
assumed that the directions of arrival angle (DOA) 
from N users are independent random variables and 
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also the DOAs of L multipath signals from the same 
mobile user are independent. The antenna spacing d 
in a linear array of M antennas is chosen to be A/2 
where X is the wavelength. The identical signals are 
received by all antennas and the M antenna output 
signals are equal except the spatial phase difference. 
The antenna array response vector a(6) is written as 

a(0)=[l   e-
j*sme    •••   e-JW-l)xsmOf (1) 

where 7 is the transpose and öthe incident angle. The 
received signal at the m-th antenna can be written as 

N L \sn(t-Ti>n)ait„(t) ] 

where %n, ai„(t), <h,„(t), and 6i„(t) are respectively the 
multipath dealy, amplitude, phase and incident angle 
of the /-th path from user n, and nm(t) is the thermal 
noise with two-sided power spectral density NQ/2. 

3.   Smart Antenna Algorithms 

3.1 Smart Antenna Based on Maximum Output 
Power without Lagrange Multiplier: 
Figure 2 shows the flow chart of the proposed smart 
antenna in [4], which minimizes the mean square 
error (MMSE) by using projection approximation 
subspace tracking with deflation (PASTd) instead of 
maximizing the SINR. It takes only 4M computation 
cycles per snapshot, which is significantly smaller 
than the existing algorithms. The power of the array 
output z(k) is maximized when the weight vector w(k) 
minimizes the cost function. A weak point of this 
algorithm is that the optimum weight vector can track 
an undesired user signal direction if the power of the 
undesired user signal after PN despreading is strong. 

3.3. Smart Antenna Based on Maximum SINR 
Output without Eigenvector Finding: 
Figure 3 shows a simplified smart algorithm based on 
the maximum SINR criteria in [1]. Smart antenna 
weight vector is applied after post-PN processing as 
in [1]. This smart antenna requires neither any 
computations of eigenvalues or eigenvectors nor the 
inverse of any matrices, but only requires 
multiplication between scalars and vectors and 
products between a matrix and vectors. Thus, the 
overall computational load to get the array output z(k) 
in the proposed algorithm is 2M2+4M per snapshot, 
which is significantly smaller than those of the 
existing algorithms in [1]. 

3.4. More Simplified Smart Antenna Based on 
Maximum SINR Output w/o Eigenvector Finding: 
Figure 4 shows further simplified smart antenna 
algorithm based on maximum SINR output. This 
algorithm   only   requires   multiplication   between 

scalars and vectors. Thus, the overall computation 
load to get the array output z(k) with the simplified 
algorithm is only 4M per snapshot, which is much 
smaller than those of the existing algorithms. 

4.   Analysis 

The universal BER formula under L independent 
Rayleigh fading paths in [6, pp. 959] can be 
employed for the CDMA with smart antenna 
processor and can be written as 

L-\(L + l-l 
(!-/>)' (3) 

1=0 \    l 
where p is the symbol error probability under the /-th 
multipath fading, and can be written as 

1- Pc (4) 
jl + Pc, 

and pc denotes the average output SINR of the /-th 
multipath. The pc can be written as 

■ ai 

Qr + Gavg(0OIo 

(5) 

where Gavg(6i) denotes the suppression gain against 
interference obtained by a smart antenna when the 
incident angle from the desired signal is 0] [3] and 

a/   is the average power of the /-th multipath fading. 

5.   Simulation and Analysis Results 

The incident angle of the desired user changes 
linearly with 0.01° per snapshot. Convergence 
parameter u=0.0001 and the pilot channel estimation 
window Np=128 was used throughout the simulation. 

Figure 5 shows the corresponding simulation BER 
results  for  four  smart  antenna  algorithms  under 

unequal  strength  multipath  with   cty_i = 0.9   and 

cci-2 = 0.1, and scattered users. Equal strength is 
assumed for theoretical BER results. It is observed 
that all four smart antenna simulation BER results 
under unequal strength fading are placed between 
theoretical smart antenna BER results with L=l and 
L-2 path. As the number of users increases, all four 
smart antenna simulation BER results under unequal 
strength fading approach to theoretical smart antenna 
BER results with 1=7 path fading because the finger 
output from the strong path with strength 0.9 is 
dominant under severe interference environment, 
compared to the weak path. It is also observed that 
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the smart antenna based on the maximum SINR 
criteria without eigenvector finding is slightly better 
than other smart algorithms. As the number of users 
decreases, the smart antenna based on the maximum 
SINR criteria with eigenvector finding is slightly 
worse than other smart algorithms. 

Figure 6 shows the corresponding simulation BER 
results by assuming all other users are located in a 
cluster region and their incident angles are within 
±5°. The four smart antenna algorithms are also 
considered under unequal strength multipath with 

a}=\ = 0.9 and af=2 =0.1. It is observed that three 
smart antenna simulation BER results under unequal 
strength fading are placed between theoretical smart 
antenna BER results with /,=/ and L=2 path equal 
strength fading. However, it is observed that the 
smart antenna based on the maximum SINR criteria 
with eigenvector finding can be worse than the 
theoretical smart antenna BER results with L=l as 
the number of users increases. Again the smart 
antenna based on the maximum SINR criteria without 
eigenvector finding may yield better BER results than 
the other algorithms. This is due to that the proposed 
algorithms employ a small convergence parameter 
{1=0.0001 and the update increment for the weight 
vector is small, while the algorithm with eigenvector 
finding in [1] does not employ any convergence 
parameter. 

6.   Conclusion 

Four smart antenna algorithms were employed for the 
pilot-aided CDMA system with cross PN spreading 
and de-spreading. For practical channel models, 
unequal strength multipath fading was considered 
with Jake model. Also, a cluster of interfering users 
and scattered interference users were considered. It 
was observed that both a smart antenna based on the 

maximum output power criteria with no Lagrange 
multiplier and a smart antenna based on the 
maximum output SINR criteria without eigenvector 
finding perform slightly better than others. 
Furthermore, computation loads of both algorithms 
per snapshot are significantly smaller than the 
existing ones. Therefore, the proposed smart antenna 
algorithms may be recommended for 3G and future 
CDMA systems to increase capacity with reasonable 
and practical computational loads. 
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Figure 1. Overall block diagram of a receiver with a smart antenna processor for the cdma2000 reverse link. 
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Figure 4. Simplified maximum SINR criteria based 
algorithm. 
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Figure 5. BER results for the smart antennas under 
unequal strength multipath fading. 
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Figure 6. BER results for the smart antennas under a 
cluster of interference and unequal strength multipath 
fading. 
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Abstract — This paper addresses the issue of 

employing a generalized sidelobe canceler (GSC) 

without and with subweight partition scheme to 

describe blind H™ multiuser detection. Although 

the recursive least-squares (RLS) algorithm with 

subweight partition can improve the performance 

of multiuser detector, it only suits for uncorrelated 

signal. It has shown that the adaptive H" 

algorithm with subweight approach demonstrates 

the advantages of faster convergence speed, 

insensitivity   of  dynamic   estimate   error,   and 

suitable arbitrary noise signals than the H" and 

RLS-based adaptive algorithms. 

I.    INTRODUCTION 

Code-division multiple access (CDMA) is a 

multiplexing method that effectively allows many 

users to commonly use a communication channel. 

Often, the near-far problem presents a major 

limitation to CDMA system performance. The 

conventional approach to multiuser detection is to 

employ a match filter [1] for each user, which is 

optimal in the absence of multiple access 

interference. A constrained technique for adaptive 

interference suppression based on minimizing the 

receiver output variance has shown great promise 

[2]. Recently, H°° minimum estimation spectrum 

error criterion [3] is designed to guarantee that the 

operator relating the noise signals to the resulting 

estimation error should possess an H°° norm less 

than a prescribed positive value. The adaptive H°° 

algorithm has been previously proposed in the 

context of channel equalization [3] under decision 

feedback structure, but its adaptive implementation 

requires the transmission of training sequences. 

The main drawback of the H°° filtering is 

computational complexity. An adaptive RLS 

algorithm based on the GSC-based subweight 

partition [4] is derived to update the weight 

subvectors. Faster convergence speed and less 

computational complexity can be achieved by 

using the technique of [4]. Although the RLS 

algorithm with subweight partition can improve the 

performance of multiuser detector, it cannot deal 

with nonorthogonal spreading codes. 

In this paper, we combine the GSC-based 

subweight approach [4] and adaptive H°° algorithm 

[3], termed the H°°-based, which can reduce the 

computation burden, overcome the model error due 

to reducing the degree of freedom and against the 

uncertainty of correlated codes in the sub- 

correlation matrix. 

n.    GSC-BASED SUBWEIGHT PARTITION 

Let the multiuser CDMA system with K users 

and a set of normalized signature waveforms s, (0, 

i=l,2, •••, M, where K <M. Assuming that the 

desired user is user 1 and the timing of the desired 
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user can be accurately estimated. After chip 

sampling the received signal can expressed as an 

M x l column vectors \[k] for the £-th bit duration. 

The correlation matrix of received data vectors is 

R^ = E[ x\T ], where the superscript T denotes the 

transpose. The solution weight vector W 

decomposition motivates the GSC structure and 

expresses as W = w(/-Bwa. The nonadaptive 

weight vector, w = s,(sfs,)_1 where s, denotes 

the desired user code, is not data dependent in the 

upper branch. The blocking matrix B with rank 

M-l is chosen to satisfy Brs, =0 and the 

optimal adaptive weight vector wa is given by 

wao = (BrRJJ)   BR^w, = R-*P (1) 

The solution in (1) is developed by [4] to 

implement the efficient GSC-based adaptive 

multiuser detection technique with subweight 

vectors. Let the lower branch data vector which 

passed the blocking matrix B be denoted as an 

(M-l)xi vector u = Brx and be partitioned into 

u[f,  where   u,   is  an   JV; xl 

The solution in (4) is developed by [4] to 

implement the RLS-based technique with 

subweights, but it has dynamic estimate modeling 

error that occurs by recursive algorithm. Owing to 

the resulting spreading codes are the cyclically 

shifted versions of st, the partition subvector may 

be confused for different user in the R„, especially 

when the large cross-correlations exists. 

III.   BLIND ADAPTIVE H°° ALGORITHMS 

This section describes new implementation of 

blind H" algorithm multiuser detection and 

evaluates the required computational complexity. 

A. The conventional /T3 algorithm 

Based on the adaptive H°° algorithm [3], then 

the adaptive algorithm for computing the adaptive 

weight vector wa of (1) is given by 

w. = wt+Fi+1[cr-,/ rft+1-w4u4+1f (5) 

u = [H, ,   u2, 

where    a denotes the forgetting factor,  0 < a < 1, 

and the required reference signal is dM = w^xt+1 , 

(6) f'jt+i ~~ 

<M*+1 

°" + n*+i<M*+i 

data      vector      and       £f=, W; = (Af -1).      The 

autocorrelation    matrix    R„„=£{uur}    can    be 

constructed by submatrices  R,7 = E[M,M[] for /, j =     and <E>^, = o<t>~k
] + uku

T
k -y jf+,ut+1u 

1,2, ••-,/,. And, the vector P partition as 

(7) 

P = BrRxxw,/ = [P,r   P2
r 

Iff (2) 

where each subvector P, = E{ u^d*} with d = wjx 

and the superscript * denoting the complex 

conjugate, for /' = 1, 2, •■•, L has size of JV,xl. 

Finally, the adaptive weight vector wa can be 

reconstructed by 

W„„=[w[      w£      ■■•     Y/T]T 

with    W/ = R:'(P;-   t  R/,w,): 

for/=1,2, ■■■L. 

(3) 

(4) 

y,+1 =^max{eig[a-1u,+1u[+1(Ii_1 -F,u[)<DJ}05 (8) 

where max{eig(L)} and I£_, denote the 

maximum eigenvalue of the matrix E and the 

identity matrix, respectively, g is a constant close 

to one, but larger than one to ensure that y is 

always greater than the maximum square root value 

of E. For this adaptive H°° algorithm, the initial 

condition are w0 = 0 and $„' = (cr^)-117_,. 

B. The H°°-based adaptive algorithm 

According to the technique of [4] which shows 

that uniformly partitioning the weight vector can 
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offer the advantages of faster convergence rate over 

nonuniformly partitioning the weight vector, it is 

easy to derive an unconstrained /f-based adaptive 

algorithm for computing the subweights. Therefore, 

the adaptive algorithm for computing the 

subweights w, of (5) are given by 

where      F *>/(*)u/(*+i) 

°" + U/(*+l)®/(*)U,Xt+1) 

where N denotes the number of constraints. The 

H" algorithm requires about 12(M-Ny+3(M 

-N)2+S(M-N) CM when using adaptive H* 

algorithm. The RLS algorithm requires about 

2(M-N)2 +6(M-N) CM [4]. Let the number of 

subweights be L and the size of the i-th subweight 

w, be ' N,. Based on the weight partition 

technique   [4],   the   number   of CM   is   about 

(10)     £ (l2Nf + 3Nf + M,) + (I3 / 2) + L2 + M - N CM. To 

*,
:
(LD = o*7(lt) + umum -Y i(2k+o«i.(*+i)»i\M)    (11) 

Y #(*+i) =?max{eig[o--,uj(t+1)uf(t+)) 
(12) 

      -1/ 2 j ^     / 

7=1 
(13) 

and AAl(t+1) = (wf(,+I) -wjjt))ul(i+1) = Awf(jt+1)uj(,+1) 

for / = 1,2, ••■,!, which may be occur dynamic 

estimate model error, are given by solving the 

following matrix equation 

yg\(k+ i) i 

1 V^2(*+l) 
1 1 

1 1 

[^(t+l) fk+l 

^(i+l) = fk+\ 

l^Hk+i) _fk+l _ 

(14) 

••• ysnk+\) 

with  «i(*+i)=F|(*+i)»i(t+i)- 

C. Computational Complexity Analysis 

In this subsection, the computational complexity 

requires by the adaptive H°° algorithm [3] and the 

H" -based algorithm are evaluated. Since the 

blocking matrix is fix and the blocked signal can be 

computed with special purpose high-speed 

hardware, we ignore the computational complexity 

of the blocked signal u. Additionally, utilizing the 

eigenvalue decomposition method of [5] on (8) 

requires 12(M-yV)3 complex multiplications (CM) 

compare the required CMs between the H" and 

//"-based algorithms, we plot the number of 

required complex multiplications in logarithmic 

scale versus the number of subweights w, in Fig. 1 

with M-N = 126 for each subweight w, has the 

same number of elements. It is seen that the H°°— 

based algorithm can reduce the computational 

complexity of the conventional adaptive H°° 

algorithm. 

IV.   SIMULATION RESULTS 

The system parameters are K = 6 users and Gold 

sequence of processing gain 31 with BPSK 

modulation. The length of subweight is N, = 10 for 

i =1, 2, 3. The value of 8 for the presetting the 

initial value of <D„ is set to 100, while the 

forgetting factor is set to 1. To ensure that steady- 

state performance is being assessed, simulations are 

allowed to run long enough for the weights to 

converge. Fig. 2 and Fig. 3 show the effect of 

convergence rate and bit error rate with additive 

white Gaussian noise channel for the synchronous 

CDMA system. The users except user 1 have equal 

power, which are 6dB more than that of user 1. It is 

seen that the RLS-based detector exhibits worst 

performance due to that it cannot mitigate the 
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uncertainty of the correlation of codes under 

subautocorrelation matrix. Again, these figures 

show that the proposed technique possesses much 

robust capabilities than the RLS-based and the H°° 

algorithms. 

V.    CONCLUSION 

Blind adaptive //""multiuser detectors in CDMA 

systems have been presented. Since the design 

criterion is based on the worst case disturbance, the 

H°° filtering is less sensitive to uncertainty in the 

exogenous signals statistics and dynamical model. 

It can combat the model error resulting by 

subweight partition and unknown noise, also has 

fast convergence rate. 
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1. INTRODUCTION 

Wind profilers are vertically-directed, sensitive pulsed Doppler radars that measure horizontal and vertical 
wind velocities from about 100 meters to over 20 km above ground, depending on the operating frequency 
(typically VHF or UHF), antenna aperture, and transmit power [1,2]. In clear air (devoid of rain, snow and 
ice targets), profilers measure the Doppler shift of extremely weak radar returns from gradients of the radio 
refractive index due to atmospheric turbulence. The sensitivity required to detect these weak signals is 
obtained primarily through long dwell times, on the order of tens of seconds. Radial velocities from two to 
five beam directions are combined to form the horizontal and vertical wind vectors. The addition of 
vertically-directed acoustic sources allows the radar to also retrieve profiles of virtual temperature by the 
radio-acoustic sounding system (RASS) [1]. 

The meteorologic research community has identified the need for wind and temperature data over the 
oceans for such applications as improved severe weather forecast of coastal areas [3], and studies of the El 
Nino-Southern Oscillation [4]. The adaptation of ground-based wind profilers for ship-borne applications has 
proven to be a formidable engineering challenge. Limited deck space, the harsh marine environment, high 
levels of radar sea clutter, and the need for antenna stabilization to achieve the beam pointing accuracy over 
long dwell times all indicate the need for a system 
specifically designed for ship-borne wind profiling. 

2.  THE  ELECTRONICALLY-STABILIZED 
PHASED ARRAY SYSTEM 

Figure 1 is an artist concept showing one beam 
from the profiler antenna mounted on a National 
Oceanic and Atmospheric Administration (NOAA) 
research vessel. Enclosed in a fiberglass radome, 
the 2.75 m (9 ft) diameter, 1 m (3 ft) tall antenna is 
mounted rigidly to the deck of the ship. The radome 
encloses the phased-array antenna, final RF power 
amplifier and preamplifier, power supplies, and 
heating/cooling units. The 10° profiler radar beam 
is sequentially switched among 5 beam directions; 
typically a vertical beam and about 15° from zenith 
in the north, east, south, and west directions. The 
computers and other radar electronics are located 
below deck. 

C-Band Doppler 
Weather Radar 

UHF Doppler 
Wind Profiler 

Figure 1. Mounting location of 915 MHz profiler on 
a NOAA research vessel. Beam directions are 
typically 0° to 20° off-zenith in four azimuthal 
directions in contrast to a conventional horizontally- 
scanning Doppler weather radar. Differential phase 
GPS is used for accurate heading measurement. 
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Figure 2 is a diagram of the phased- 
array profiler system developed by the 
NOAA Environmental Technology 
Laboratory. In operation, the radar 
computer determines the geocentric beam 
direction and communicates its choice to 
the motion control and monitor computer 
(MCM) which steers the phased-array 
antenna beam to the desired direction 
while compensating in real time for the 
ship orientation as measured by a 
commercial GPS-based inertial attitude, 
position, and velocity measuring system. 
The antenna beam position is updated at 
a 10 Hz rate to accommodate maximum 
ship roll rates (Table 1). The MCM 
software is written in a commercial 
graphical programming environment for 
data acquisition and control. The user 
computer combines radial wind velocities 
from the radar computer with ship 
velocities from the MCM to generate 
meteorologic products and archives all 
radar and ship motion data. 

\2_ GPS Antenna! X7 

I Ship Motion Sensors 
Phased-Array Antenna 

Radar Computer 

-I Products, Archive J 

User Computer 

Figure 2. Electronically-stabilized profiler system consists of 
the phased-array antenna and three computers. The MCM 
computer steers the antenna beam to compensate for ship 
motion indicated by GPS-based inertial attitude, position, 
and velocity measurements. 

3. THE PHASED-ARRAY ANTENNA 

Figure 3 shows the positions of the 90 
identical elements that comprise the 
phased-array antenna. The elements are 
arranged on an equilateral triangle with 
0.66-wavelength (21.6 cm at 915 MHz) 
spacing. The absence of the element in 
the center of the array improves the low- 
elevation side lobe performance of the 
antenna and simplifies the RF feed 
network. To electronically steer the radar 
beam, the RF transmit signal is split and 
distributed to each antenna element 
which shifts the phase of the signal based 
on its position in the array and the 
desired beam pointing direction as 
communicated simultaneously to all 
modules by the MCM. Received RF 
signals are likewise phase shifted and 
combined. Timing signals ensure that 
phase switching is synchronized to the 
radar pulse period. 
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Figure 3. Ninety identical elements with equilateral 
triangular spacing of 0.66-wavelengths comprise the 
phased-array. 
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Microstrip Patch Radiator 

4-Bit Diode Phase Shifter 

Figure 4 shows an assembly 
diagram of the antenna element 
module, a 215 x 185 x 75 mm (8.5" x 
7.3" x 3.0") unit weighing 2.5 kg (5.5 
lbs). Each module comprises a 
microstrip patch antenna, a 4-bit 
diode phase shifter, and an 8-bit 
microcontroller arranged in a "tile" 
architecture [5] and costs about 
$1000 to manufacture. Although the 
elements are all physically identical, 
each is programmed with a unique 
identification address and a phase 
control look up table appropriate for 
its location in the array. 

To increase the bandwidth and to architecture. 
minimize the low-elevation radiation, 
the rectangular microstrip patch antenna is printed on the underside of a .79 mm (.031") thick fiberglass boaid 
and positioned 6.35 mm (.25") in air above the aluminum ground plane. The effective dielectric constant is 
close to 1. The ground plane spacing results in a bandwidth of 20 MHz (about 2%) for VSWR < 2:1 (RL > 
10 dB). The feed point impedance is adjusted to 55-J25 Q to compensate for mutual coupling among 
elements. 

8-Bit Microcontroller 

Figure 4. Antenna element components in a "tile" 

In order to meet the mechanical and electrical requirements, the 4-bit diode phase shifter was custom 
designed using an RF computer-aided design (CAD) system which proved to be very accurate in simulating 
the operation of the PIN diodes and resulting impedance match, transmission loss, and hsertion phase of the 
shifter. The shifter has an insertion loss of 1.0 dB and an RMS phase and amplitude error over all phase 
angles of less than 1 ° and 0.1 dB, respectively. The circuit also includes a dual directional coupler which 
allows the measurement of forward and reflected RF power. This is used to monitor the antenna and phase 
shifter circuitry since a failure in these components results in high reflected power. 

A single-chip, 8-bit microcontroller in each antenna element communicates with the MCM computer over 
a four-wire multidrop EIA RS-485 network using a commercial serial communication protocol. Additional 
radar timing signals are distributed to all modules using RS-422/485 balanced differential drivers and 
receivers. The microcontroller board also includes a 128 Kbyte nonvolatile memory which is loaded by the 
MCM with the phase table unique to the module position in the array. The microcontroller also has an 8 
channel 8-bit A/D converter which is used to measure module temperatures, voltage, and RF power levels. 
The MCM polls all of the modules sequentially and maintains a status map of the array hat is updated about 
every 60 seconds. 

4. SUMMARY 

Table 1 lists the performance requirements of the NOAA ETL phased-array antenna. Phased-arrays are 
often complicated, expensive devices which can be justified only for demanding applications such as militay 
radars. However, the falling prices of CAD tools, digital and RF electronic components, and software 
development products makes the development of phased-arrays for a wide range of application economically 
feasible. The new ship-borne profiler is scheduled for field trials in 2000. 
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Range of Ship Motion 

Speed: 

Roll: 

Roll Rate: 

Pitch: 

Pitch Rate: 

Heave: 

Heave Rate: 

Antenna Beam Steering 

Zenith Angle: 

Azimuth: 

Pointing Error: 

Rate: 

Switching Time: 

Antenna Size: 

Antenna Beam Characteristics: 

Gain: 

-3 dB Beamwidth 

Antenna Loss: 

Table 1. Performance Requirements 

0 to 8 ms"1 (15 knots) 

±8° 

~ 5 deg s"1 max. 

±3° 

~ 1.7 deg s"1 max. 

± 3 m (20 ft. waves) 

1.75 m s"1 

0° to 31.5° in 0.5° steps 

0° to 359.5° in 0.5° steps 

±1°RMS 

10Hz 

1 us (cold-switched) 

2.75 m dia. x 1 m high 

£ 23 dBi over all scan angles 

< 10° 

< 2.5 dB includes RF distribution network 

0° to 10° elevation one-way side lobes, relative to main beam 

0° <; 90 <; 15° steering < -40 dB 

15 ° < 0O < 30 ° steering < -30 dB 

Amplitude/Phase Errors: 0.5 dB, 3 ° RMS radiated at each element 
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ABSTRACT 
Mobile satellite communications has flourished since the last decade. Different research groups have 
conducted research on electronically steerable array antennas for mobile ground stations and commercial 
vendors now reap the benefits marketing this technology. This paper reviews the technical details of 
these antenna arrays. 

INTRODUCTION 
Mobile satellite communications (MSAT) is an emerging technology and a major factor in shaping the 
global village. Satellite mobile communications can be defined as the link established between an earth 
base station and a mobile unit via a satellite. The mobile unit can be a satellite phone carried by a person 
or fitted to a land vehicle, aircraft or ship. In contrast to cellular based mobile communications, land 
mobile satellite communications (LMSS) now represent an ideal way of putting people in remote areas in 
touch with the rest of the world. Over the years, a number of global MSAT services have been in 
operation around the world [1]. Individual satellite communication systems may cover the entire surface 
of the earth with a large number of satellites as does Inmarsat, an international satellite consortium 
covering the globe with headquarters in London, whereas other systems may cover only certain populated 
areas with a lesser number of satellites, as for example, American Mobile Satellite Corporation (AMSC) 
in America, Optus Mobilesat™ an Australian domestic mobile satellite communications and TMI 
Communication's MSAT™ service in Canada. 

Antennas play a significant role in establishing satellite communications [1]. The signal is beamed into 
space with a ground antenna, received by the satellite antenna, electronically processed, sent back to 
earth using a downlink antenna, received by the ground antenna and processed by the electronic receiver. 
A mobile user further complicates the scenario since the ground mobile antenna needs to track the 
satellite. At present, two types of antenna systems can be used to access these MSAT services. These are: 
(i) fixed position portable systems of a briefcase type, and (ii) fully mobile systems such as those 
installed on a land vehicle. The fixed position antenna system is relatively easy to accomplish by the 
antenna designer. The design involves standard procedures that concern the operational bandwidth, 
polarization and moderate gain. One inconvenience of the portable briefcase type systems is that they 
require the user to be stationary with respect to the ground. This inconvenience can be overcome with the 
mobile antenna system. The design of such a system is more challenging as new features associated with 
the system's mobility have to be incorporated. For the current GEO systems, this task is non-trivial as the 
antenna has to feature gain in the range of lOdBi. This requirement leads to a narrow antenna beamwidth, 
for which satellite tracking is required as the vehicle moves around. This paper reviews recent 
developments of mobile antennas by different research groups. The technical details of the antenna are 
also highlighted. 

ANTENNA SYSTEMS FOR MSAT 
Antennas for mobile satellite communications can be classified into two main types according to their 
modes of operation. They are fixed beam portable antennas, usually of briefcase type, and fully mobile 
systems such as those installed on a land vehicle. The fixed position antennas can be further divided into 
two types according to their gain: briefcase type and suitcase type. The briefcase type is a low gain option 
and uses microstrip patch antennas. The suitcase type is a high gain option and uses parabolic reflectors 
made of a foldable parabolic mesh like an umbrella [2]. This is to facilitate transportation. Different 
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varieties of briefcase type and suitcase type MS AT terminals are commercially available in the MSAT 
market [2]. 

The fully mobile antennas can be further classified into fixed beam low gain omni-directional antennas 
and medium to high gain steerable beam antennas. Omni-directional antennas include rod antennas of 
bifilar or quadrifilar helical antennas, cross-drooping dipoles and higher-order-mode microstrip patch 
antennas [3]. These antennas are used for data communications where gain values in the range of 2-4 dBi 
are sufficient. Medium to high gain steerable antennas can be further divided into three different types 
according to their scanning techniques. They are electronically steerable antennas, mechanically 
steerable antennas or they can be a combination of the two. In this case, they are called electro- 
mechanically steerable antennas. Electronically steerable antennas can be further divided into four 
groups. They are phased array antennas, switched beam array antennas, adaptive array antennas and 
self-scanned array antennas. The following is a detailed discussion of different medium gain 
electronically steerable antennas that have been introduced. 

HIGH GAIN STEERABLE ANTENNAS 
Directional steerable antennas are medium to high gain antennas that tend to have a gain value in the 
range of 8 to 20 dB. These antennas are made up of an array of small antenna elements. The advantage of 
most directional antennas as opposed to omni-directional antennas is that the former tends to have better 
performance and suffer less from signal fading. The disadvantage of most directional antennas is that 
they require a satellite tracking system to point the focused beam of the antenna in the direction of the 
satellite. Such antennas are therefore more costly to produce than omni-directional antennas. In addition, 
the higher gain directional antennas are usually much larger in size. Nevertheless, while size and cost are 
disadvantages, the extra performance of directional antennas is desirable in LMSS applications. A block 
diagram of the high gain electronically steerable antennas is presented in Fig.l. 

One-to-N-way power divider/combiner 

T 
Fig.l. Block diagram of an electronically steerable antenna. 

The satellite tracking can be established using the combination of closed-loop and open-loop control 
systems. In the initial state of the antenna operation, the transceiver unit (TU) activates antenna beams 
and locks the antenna to the satellite with the strongest beam. This is called the initial acquisition. As the 
antenna is locked to the satellite, the CPU of the TU records the received signal strength during an 
interval of milliseconds. If the vehicle is in smooth transition, the received signal drop can be adjusted 
internally by activating the nearby beams of the original beam configuration. This mode of tracking 
operation is called closed loop tracking. If the received signal drops by a significant amount due to a 
sharp turn of the vehicle, a steep terrain or obstacles, the TU's CPU receives information from the 
angular rate sensor. The CPU then calculates the amount of angular rotation and the direction of rotation. 
Based on this calculation, the CPU decides which beam should be activated. The CPU then sends 
appropriate information to the switching circuitry of the tracking electronics. The digitised information 
from the switching electronics actuates phase shifters or switches so that the antenna can regenerate 
directional beams. The beam is redirected to the satellite and the system regains communications 
immediately after the obstacle is removed. This mode of operation is called open loop tracking. The open 
loop tracking system is particularly useful when the vehicle takes a sharp turn or passes through an 
obstacle such as tunnels, bridges and buildings. 
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• Phased Array Antennas 
Researchers around the world have proposed a number of phased array antennas for use in MSAT. Ball 
Aerospace Corporation [4] in USA, Teledyne Ryan Electronics [5] in USA, CRL [6] in Japan, The 
Toyota Central R&D Laboratories [7] in Japan and CSELT in Italy [8] have developed low profile 
phased array antennas consisting of 19 elements, a 19-way power divider/combiner and 18 digital phase 
shifter arrays. These antennas are capable of capturing signals in 0° to 90° elevation and 360° azimuth 
coverage. The basic differences in these designs are the antenna radiating elements. Most of the radiating 
elements are in microstrip format. As antennas are very similar in dimensions and construction, they have 
very similar performance. With careful designs, they have low loss and high gain at the higher elevation 
angles. The only disadvantage is their low gain at low elevation angles and relatively high cost as 
expensive PIN diodes are used in the phase shifters that form a beamforming network. Recently the 
smaller version of the phased array antenna with only 12 antenna elements and very low cost phase 
shifters has been developed by the authors [9]. 

• Switched Beam Array Antennas 
The alternative to the phased array antenna is the switched beam array antenna. In [10], Bialkowski et 
al proposed a configuration/system of 14 elements around a truncated cone structure with 3 elements 
active at a time. For such an antenna, a 14-way-3-element-on radial switch is used to energise the 
radiating elements. The advantage of switched beam arrays is that they do not required phase shifters and 
therefore have simpler and cheaper feed network development. The disadvantages are a higher profile 
than that of a phased array antenna and a considerable null between adjacent beams. The many 
connectors and coaxial cable assemblies between different modules make the manufacture of this antenna 
a difficult task. 

An improvement in the null region between adjacent switched beams can be obtained by using a 
combination of switching and phase shifting actions simultaneously [11]. While switching a few 
elements ON and the rest OFF, gain drop is minimized with the beam steering in limited azimuth angles. 
In a switched beam phased array, the total number of beams can be increased significantly in comparison 
with the standard switched beam array. Due to a larger number of beams, the gain drop at the null can be 
improved by 1 dB. The advantages of the switched beam phased array over the phased arrays are: (i) 
fewer phase shifters are required, therefore the production cost is less; and (ii) less complex control 
algorithm and control electronics are needed as the action requires less involvement of active antenna 
elements. The disadvantages are: (i) the antenna is not a planar design, therefore it requires many coaxial 
connections; (ii) modules are arranged in tiered layers, therefore they are labor intensive to manufacture; 
and (iii) antenna elements need to be mounted on an inclined surface to eliminate the requirement of 
elevation steering. Hence the design results in a high profile antenna. 

• Adaptive Array Antennas 
In adaptive antenna arrays, beamforming is carried out by a digital signal processor (DSP), so that both 
excitations and phases can be controlled more precisely in adaptive arrays than in conventional phased 
arrays. The rapid development of VLSI techniques has made it feasible to take advantage of digital 
hardware. J. I. Alonso et al [12] has reported a 6-element adaptive array for integrated GPS and MSAT 
applications. The array consists of six broadband rectangular patches that are arranged in a hexagonal 
fashion. They are connected to six hybrid couplers followed by six monolithic low noise amplifiers 
(LNAs). Outputs from six elements pass through six quadrature phase shift keyed (QPSK) modulator 
HPMX2001 integrated circuits (ICs). The ICs are controlled by two DC control signals I' and Q' that are 
obtained through two 8-bit digital-to-analogue (D/A) converters associated with two 8-bit latch registers. 
The QPSK modulators produce the desired attenuation and phase shifts to the RF signal. A six-way 
combiner adds the six output signals of each RF channel. The user's transceiving terminal processes the 
output of the combiner. 

R. Miura et al [13] and I. Chiba [14] have reported a 4x4-element DBF square array. This antenna has 
the capability of allowing the nulls to be steered in the directions of interference signals. The elements 
are connected to LNAs followed by down converters (D/Cs). D/Cs directly convert the RF signals (at 
1.54 GHz) to the intermediate frequency (IF) signals at 32 kHz. The IF signals are then passed through 
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the band pass filter (BPF) and digitised by A/D converters. The digitised signals are then fed into DSPs. 
The DSP precisely controls the antenna beam according to the algorithm that is loaded in it. The 
disadvantage of the adaptive array is that it is very hardware and software intensive and, therefore, very 
costly. 

•    Self Scanned Array Antennas 
L. Shafai [15] has proposed a new approach of beam steering called a self-scanning array. Two 
microstrip patch antennas that operate at two adjacent modes are stacked one above/over the other. The 
beam steering is achieved by introducing a phase shift between the stacked elements resulting in the 
development of a low cost self-scanning array element. Two different types of antennas are designed. 
One is a single element unit (with stacked patches operating at TMn and TM2i modes respectively) 
providing a moderate gain of about 7 dBi at 32° elevation angle, and the other is a 7-element array with a 
peak gain of about 14 dBi. Two different sets of phase shifters (seven 2-bit or 3-bit phase shifters and 
three 4-bit phase shifters) are necessary to scan beams of the 7-element array. 

CONCLUSIONS 
In this paper different ground station antennas for mobile satellite communications have been discussed. 
Two different types, fixed beam portable antennas and electronically steerable antennas are used for 
MS AT. The operation of electronically steerable antennas requires switching electronics and gyro sensors 
for open look satellite tracking. Finally different electronically steerable antenna systems developed by 
different researchers have been presented with their technical details. 
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Abstract — In this paper, the 3-bit digital pin diode phase 
shifter of the hybrid-coupled reflection type is designed 
and fabricated for the mobile DBS application of an active 
phased array antenna system. Its fractional bandwidth is 
about 17%(VSWR=2:1). The theoretical considerations for 
the phase shifter design are briefly described. The 
experimental results for the fabricated 3-bit phase shifter 
such as the insertion loss and phase response, and its 
variations according to each phase state are presented, and 
also the overall insertion loss variations due to the forward 
current variations of each pin diode used in the phase 
shifter are given and the discussion about those results will 
be made in the system application aspect. 

I. INTRODUCTION 

As direct broadcasting satellite(DBS) services in the Ku- 
band become more widespread, the need for TV programs 
reception by vehicles, such as small cars, buses, trains, 
ships and so on, is more growing! 1]. Since DBS system 
covers a wide region, it is inherently suitable for mobile 
reception. DBS reception services by vehicles have 
advantages in propagation conditions compared to its 
terrestrial TV broadcasting services due to suffering less 
interference by receiving directly TV signal from DBS, not 
multi-path environment. 

The Ku-band mobile      active phased array antenna 
system(APAA) which could receive DBS signal from 
Koreasat, as engineering and also practical model, had 
been already developed[2,3] by ETRI in Korea. 

As the two-port key element of a phased array antenna 
system, the phase shifter gives the role to change the phase 
of the input signal ideally without the insertion loss, but 
practically it has the insertion loss variation according to 
each phase state. The electronic phase shifter can be 
broadly classified into two groups, that is, the reflection 
type and the transmission type. A variety of electronic 
digital phase shifters can be configured by mounting on the 
one or more diodes in different types of transmission line 
circuit elements, but in general, two or more diodes in 
arbitrary 1-bit phase shifter design are required for the 
simultaneous perfect matching at two control states. But, 
the phase shifter with less than 11.25° phase quantity using 
one diode can give good simultaneous matching 
performances. 

The 3-bit digital phase shifter using the branch-line 
hybrid-coupled reflection type uses beam lead pin diodes 
as a microwave semiconductor control device, which can 
approximately give the desired short-circuit(practically, 

low forward series resistance) and open-circuit(practically, 
very low capacitance) conditions at microwave frequencies 
under forward and reverse bias states, respectively. The 3- 
bit digital phase shifter requires the electrical specification 
summarized in Table I. 

Table I. Electrical specification of the phase shifter 

Item description Specification 
Operating band 10.5-12.5 GHz 

Phase range 360° 
Insertion loss 5 dB Typ. 

Insertion loss variation ± 1 dB Max. 
Digital control bit 3-bit 

Min. phase increment 45" 
Phase error ±22.5° Max. 

I/O return loss 9.5 dB Min. 
I/O impedance 50 £2 

Operating temperature -30 ~ 55° C 

II. PHASE SHIFTER DESIGN 

The hybrid coupled phase shifter makes use of a 3-dB, 
90° hybrid coupler with two of its ports terminated in 
symmetric phase-controllable reflective networks. Fig. 1 
shows the general schematic of the phase shifter, which 
uses reflection type circuit of the open-circuited 
transmission line with a series switch(pin diode), and its 
configuration is available in this paper. 

Input port 

Output port 

Fig. 1. Schematic of the used hybrid coupled phase shifter 

The hybrid coupled phase shifters are slightly superior to 
others due to a lower number of switching pin diodes per 
bit, and higher power-handling capacity and the ability to 
obtain any desired phase shift[4]. Expressions for the phase 
shift and insertion loss, taking a complete equivalent 
circuit of a pin diode, have been derived[5].  Optimization 

0-7803-6345-0/00/$ 10.00 © 2000 IEEE 85 



of matching networks has been made[6]. But, the hybrid 
coupler and reflection networks including pin diodes 
should be considered simultaneously in the phase shifter 
design to obtain the constant phase shift versus frequency 
in the operating band. For this, the scattering parameters 
of the overall network are needed. The transmission and 
reflection parameters of the overall network are given in 
the following equation (1) and (2) [4]. 

7-21=s,2+r,[s41  A,,]'1 JA 
rA, 

ri.=sii+r-&ji  SJ * r""S" in U «~3I 41J TO 1      "p    C 
^(^21 SM 

(1) 

(2) 

where, r,n j i=0,l, is reflection coefficient under forward 
or reverse bias states, respectively. In this paper, first of 
all, the base element of branch-line hybrid was optimized 
in the operating band using HP Eesof simulator. The each 
reflection network for three phase bit(45°, 90°, 180°) was 
designed and optimized with the fixed parameters of the 
base element, and real electrical parameters of a pin diode 
was considered in this simulation. The Alpha beam lead 
pin diode, DSG6405 was used in this design, and its 
forward resistance is typically 4.5Q(@100MHz, 20mA) 
and total capacitance is typically 0.017pF(@l MHz, 50V). 

The forward resistance Rs versus forward current I j curve 
of the above pin diode is shown in Fig. 2 and its curve 
response was obtained by the direct measurement. 

Rs vs. Id Curve 

Fig. 3. The structure of the coupled line impedance 
transformer 

From (3) and (4), the values of    Z^ md Z0o are 170.71 
Q and 29.29 £2, respectively. 

The reflection circuit of the phase shifter uses the open- 
circuited transmission line with a series pin diode as shown 
in Fig. 1. If the used pin diode is ideal, the required phase 
shift form the circuit can be easily obtained from the 
electrical length 2 62. But, a real microwave semiconductor 
pin diode has low capacitance under reverse bias 
condition. And, this value brings the effect to extend the 
electrical length 0i to the following equation (5). 

e l    t,°l    coC.Z„ X (5) 

where, Z0 is 100 Q, and from (5), additional phase shift 
is about 7° at center frequency. 

In the phase shifter structure which is composed of the 
branch-line 90° hybrid and the open-circuited transmission 
line with a series pin diode, its bandwidth has an influence 
on the electrical length variation 61. 

10      15      20      25      3« 

Forward current Id(mA) 

Fig. 2. Measured forward resistance vs. forward current 

The base element of branch-line hybrid was designed as 
100 Q system to design the phase shifter with small size. 
Because the input and output of the phase shifter requires 
50 Q characteristic impedance, the coupled line impedance 
transformer, which blocks the reference DC voltage of the 
circuit and converts from 50 Q to 100 Q, was used 
between the input or output port and the base element. Its 
structure is shown in Fig. 3. When the electrical length of 
the coupled line is 90°, the even and odd mode impedance 
is given in equation (3) and (4)[7}. 

ZO.~ZL 1 + (3) 

(4) 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

Taconic TLY-5A soft substrate with Er=2.17, H=20mils, 
T=0.5oz., and tan8=0.0009@10GHz as the PCB of the 
phase shifter was used. Each phase bit was tested 
independently, and the overall 3-bit phase shifter was 
cascaded in series as shown in Fig. 4. 

Fig. 4 Fabricated 3-bit digital phase shifter 

The electrical performances of the 3-bit phase shifter 
Were measured using the  HP  8510C  vector network 
analyzer  and  the  phase  shifter driver circuit,   and  a 
notebook PC with the phase control program. 

The input and output return loss performances by each 
phase state are shown in Fig. 5 and Fig. 6, respectively. 
They are more than 10 dB within the operating band. The 
phase responses by each phase state are shown in Fig. 7. 
They show 45° increment within the phase error boundary 
r»f th<* rmAratirm Hanrl   Prrvm Pirr   S tr» Pia   1 *}   tViA incprtirm 
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various forward current(or forward resistance) conditions. 
From the figures, the average insertion loss is about 4 dB 
including I/O SMA connectors which have about 0.5~0.6 
dB loss in operating band, and its variation is less than 
±1.5 dB within the operating band. It is due to the upper 
band characteristic. One reason is that impedance matching 
characteristic of the coupled line impedance transformer 
circuit in upper band are not so good due to the etching 
tolerance. Second one is that the base element for 180° bit 
was a little modified compared with them for 45° and 90° 
bit to decrease the phase error within 17% bandwidth, and 
its reflection networks have two microstrip benders which 
degrade the impedance matching. These will be 
considered in the next version. 

Also, from Fig. 8 to Fig. 13 , it can be known that the 
forward resistance of a pin diode increases, the insertion 
loss and its variation increase. Because the mobile DBS 
APAA system uses many phase shifters including active 
modules, it requires the limited DC power budget. 
Therefore, these results show that it should be proper 
trade-off considering the performances, system bandwidth 
and the overall DC power consumption of the pin-diode 
phase shifter. For example, in the system application, if it 
is assumed that the number of the phase shifter is twelve, 
and each 3-bit phase shifter is composed of six pin-diodes, 
then total DC current consumption only by the phase 
shifter in the system is 2.33A, 1.47A, 0.99A, 0.75A, 0.50A 
and 0.30A, respectively. If the upper band problem is 
overcome, 0.5 A current consumption is enough. 

The active module including the 3-bit phase shifter 
designed in this paper is shown in Fig. 14.  It is low-cost 
and is available in the Ku-band mobile APAA system 
which could receive DBS signal from Koreasat(DBS band 
:11.7~12GHz). 

Fig. 5. Input return loss responses vs. frequency 

8tv'\ 

£rgt 

Fig. 6. Output return loss responses vs. frequency 

Fig. 7. Phase responses vs. frequency 

Fig. 8. Insertion loss responses vs. frequency 

(Id=32.3 mA, Rs=3.4Q) 

Fig. 9. Insertion loss responses vs. frequency 

(Id=20.4mA,Rs=4.7£2) 
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Fig. 10. Insertion loss responses vs. frequency 

(Id=13.8mA,Rs=6.9Q) 

87 



-Ä? j" 1—■" ztr 
f 

i 

^^^Ä^ÖsSg 

XXXIIXX trtr Lit 

Fig. 11. Insertion loss responses vs. frequency 

(Id=10.4mA,Rs=9.0Q) 

Fig. 12. Insertion loss responses vs. frequency 

(Id=6.9mA,Rs=12.7Q) 
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Fig. 13. Insertion loss responses vs. frequency 

(Id=4.1mA,Rs=18Q) 

Fig. 14. Active module including 3-bit phase shifter 

IV. CONCLUSION 

described. The phase shifter showed the 45° phase 
increment within 17% fractional bandwidth, and the 
insertion loss variation was less than ±1.5 dB within the 
operating band. The insertion loss variations according to 
forward current conditions of each pin diode were given 
and the discussion about them was made in the system 
application aspect. In the future, it will be extended to 
higher bits and its size will be reduced with various 
coupled line structures. 
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Introduction 
Mobile communications have grown rapidly these last years. UMTS will be soon available. This novel 
activity has generated new research in the antenna domain. Compact antennas or multiband antennas are 
two examples of these new developments. To improve mathematical models for propagation in various 

y H 
upper side 

Figure 1: Schematic viev 
of the elementary anten- 
na. 

width 4.74 mm 

lower side 

environments, our laboratory was involved in the design of an antenna exhibiting the following perfor- 
mances: 

- beam width at 3 dB under the maximum: around IS degrees 
- side lobe level: less than -25 dB under the maximum 
- frequency band: 100 MHz around 2200 MHz 
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- polarization: vertical 
- rear gain: around -30 dB under the maximum gain 

As the antenna is to mounted on a rotating arm for the characterization of the direction of arrival of the 
microwave signal, the mass of this antenna must be light. 

Isolated dipole 
The elementary antenna that we chose, was a dipole etched on a duroid substrate (thickness= 1.524 mm, per- 
mittivity=2.2), as shown figure 1. This planar antenna, called a T-dipole was designed with our internal soft- 
ware SR3D [1]. Matching is achieved with the help of two stubs: a parallel stub located between the two 
horizontal arms of the T-dipole and a serial stub at the end of the microstrip. Although the bandwidth of 
such an element is large (more than 40% for a VSWR <2) because it is a non-resonant antenna, we chose 
this kind of element due to its mass (15g per antenna). In our frequency band, the maximum VSWR is less 
than 1.10. The far field of such an element is presented figure 2 at the mid frequency of the bandwidth. Di- 
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Figure 2: Far field pattern of the isolated dipole. 

rectivity, obtained by integration of the diagrams up to 9 = 120 degrees is 8.79 dB. Losses (ohmic and 
matching) aren't taken into account. On this map, 0 moves along the radius from 0 degrees at the center to 
120 degrees at the edge. This limitation of 120 degrees is due to our far field measurement range. The angle 
<P moves from 0 degrees to 360 degrees. 

Simulation of the complete antenna 
The far field pattern of the elementary antenna is then expanded in spherical modes [2] for designing the 
bi-directional array which is made up of 36 identical elements (6 in each direction), spaced at 0.75 X. A 
specific law is needed to obtain low side lobes (under -25 dB). The amplitude weighting is presented in 
table 1 (a quarter of the complete structure due to the symmetry along the x and y axes) and the phase is 
similar for all the antennas. The computed far field pattern of the complete antenna can be obtained with- 
out taking into account the coupling between the elements. Figure 3 presents the co and the cross-polariza- 
tion at 2200 MHz of the simulated complete antenna which agreed with the performances presented in the 
introduction. 
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Figure 3: Theoretical far field pattern of the antenna. 

.13 (outer element) .2 .3 

.2 .45 .67 

.3 .67 1. (inner element) 

Table 1 .-amplitude excitation of a quarter of the structure 

Experimental results 
The feeding circuit (1 entry, 36 exits) was designed with MDS and etched on the same substrate as the 
antennas. The link between the circuit and the antennas is assumed to be via cables having the same length. 
The antennas and the circuit are set inside a metallic box (600x600x160 mm) to obtain a low level back 
lobe. The experimental far field pattern is shown figure 4 at 2200 MHz. We note a good correlation 
between experimental and theoretical results. The level for all the side lobes is under -25 dB and the rear 
gain is also under -30 dB. The width of the main lobe at 3 dB under the maximum is around 15 degrees and 
is independent of the elevation angle. The other characteristics of the antenna are 1.35 for the VSWR and 
20.5 dB for the gain at the mid frequency of the frequency bandwidth. The losses due to the cables, the 
connections, the substrate,etc,... are around 1.8 dB. The mass of the antenna is 8.5 kg. Pictures of the 
antenna are shown in figure 5. The left-hand photo is the radiating T-dipole array and the right-hand photo 
represents the feeding circuit without the inter-connecting cables. 

Conclusion 
The antenna developed is compliant in regard to the specifications. The impact of coupling between the 
elements or with the edge of the metallic structure wasn't taken into account for the design of the antenna. 
The good agreement between the simulated and measured results shows that this impact is low for the radi- 
ated fields. 
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Figure 4: Experimental far field pattern of the antenna. 

Figure 5: Views of the radiating array and of the feeding circuit during the assembling of the antenna. 
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Analysis of Phased Arrays of Printed Microstrip 
Patches with Parasitic Elements 

Tsunehisa Marumoto and Ryuichi Iwata 
Microwave and Satellite Communications Division, NEC Corporation 

4035, Ikebe-Cho, Tsuzuki-ku, Yokohama 224-8555, Japan 

Abstract. The mutual coupling effect in phased 
arrays of patch elements on relatively high 
permitivity substrates is discussed. Mutual coupling 
properties of a single layer (un-stacked) patch and 
stacked patches with/without an air layer are 
compared as for both port coupling and re-radiation 
level. To estimate the mutual coupling effects in 2- 
dimensioanl array environments, 4x4 element arrays 
are simulated. 

1. INTRODUCTION 

Phased arrays employing printed microstrip 
patch antennas as radiation elements have many 
features such as compact, lightweight, easy-to- 
manufacture, etc. Especially, in high frequency 
bands above sub-millimeter wave, patch antenna 
elements can be integrated with phase shifting 
devices on the same substrate. Thus, properties of 
phased arrays using patch antennas have been 
investigated by many authors [l]-[4]. 

However, bandwidth of patch antennas is 
comparably narrow especially when substrates 
with high permitivity are employed. To solve this 
problem, practically, patch antennas with parasitic 
elements (stacked patch antennas) are widely 
used. As for this type also, mutual coupling 
effects have already been investigated in [5] and 
[6], which analyzed mutual coupling effects in 
substrates with relatively low dielectric constant, 
implicitly on the condition that the devices are 
mounted on a different layer from the radiation 
elements. 

This paper discusses the mutual coupling effect 
in stacked patch antenna phased arrays on 
relatively high permitivity substrates, which 
enables integration or mounting of phase shifting 
devices on the same layer as radiation elements. 
Firstly, this paper compares mutual coupling 
between two elements for (A) single layer (un- 
stacked) patch, (B) stacked patch without an air 
layer, and (C) stacked patch with an air layer, 
introducing a method to calculate re-radiation 
level due to mutual coupling. Secondly, this paper 
discusses mutual coupling effects in 4x4 element 

arrays, showing surface wave directional patterns, 
and reflection / surface wave losses for the above 
elements. According to the analysis, the mutual 
coupling decreases by inserting an air layer 
between the lower substrate (for radiation 
elements) and the upper substrate (for parasitic 
element). 

2. ELEMENT CONFIGURATION 

Configurations of analyzed microstrip patches 
are shown in Fig.l and Table 1. In all cases, the 
thickness and e, of the radiation element layer are 
set at 0.02XQ and 6.0, respectively. In these 
configurations, rectangular patch antennas can be 
integrated easily with 4-5 bit phase shifters on the 
same plane. 

Both element (C,) and (C2) include an air layer 
between the upper and the lower substrate (the 
thickness of the air layer is different). This air 
layer enables integration of devices without 
physical interference. 

Table 1    Microstrip patch antenna configuration 

Element 
Tvne 

Un- 
stacked 

Stacked 
without 

Air Layer 
Stacked with 

Air Layer 

(A) (B) (C.) (C2) 
Parasitic 
Element 
Layer 

t 0.05X0 0.05X0 O.O5X0 

Er 4.1 4.1 4.1 

Air Layer t O.O2X0 0.05X0 

Radiation 
Element 
Layer 

t 0.02Xo O.O2X0 0.02X0 O.O2X0 
er 6.0 6.0 6.0 6.0 

t: Thickness of Layer 

t 

Radiation 
Element- 

Upper 
Substrate 

Ground 
Lower 
Substrate 

(A)    -"""'   (B) (Ci)(C2) 
Fig. 1    Microstrip patch antenna configuration 
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3. MUTUAL COUPLING BETWEEN TWO 
ELEMENTS 

The mutual coupling between two elements 
were calculated by the method of moment for the 
elements listed in Table. 1. 

Fig. 3 shows the mutual coupling between two 
elements; the output level from the other port 
(O : Port coupling), and the re-radiated level 
form the other element (# : re-radiation) that 
was obtained by the procedure described below. 

Fig.4 shows the schematic diagram that 
explains the calculation method of the re-radiated 
level. By combining two isolated element patterns 
multiplied by each appropriate excitation 
coefficient, 2-element pattern can be reproduced. 
The excitation coefficients were numerically 
calculated so as to minimize the error 8 expressed 
by the following equation. 

8 = J | ( a,e^pü(e,(t)0) + a2e^pi2(e,<l)0) ) 

-P«i(W fsinGde 
where, 
ax   : radiation amplitude of #1 element 
q>!   : radiation phase of #1 element 
a2  : re-radiation amplitude of #2 element 
<p2  : re-radiation phase of #2 element 
Pn(®>§) '■ isolated element pattern at #1 location 
PüÖMO '■ isolated element pattern at #2 location 
Pai(6,<t>) : element pattern, #1 element is fed, 

#2 element is terminated by matched load. 
(|>o   : angle between x-axis and the line 

connecting #l-#2 element (see Fig. 4) 

The above expression is not accurate in the case 
of stacked patch antennas, since the excitation 
mode for "re-radiation" is not the same as that for 
"radiation" of the isolated element. However, it 
gives useful information for prediction of the 
effective re-radiation level. 

As shown in Fig. 3, in the case of single layer 
patch (A) or stacked patch without an air layer 
(B), the port re-radiation level agrees with the 
port output level, and the both level decrease 
gradually as the element distance increases. 
However, in the case of stacked patches with an 
air layer ((C,) and (C2)), the re-radiation level 
does not coincide with the port output level 
especially in the E-plane, and dips can be 
observed at around 0.5 X0 to 0.9 V 

As for the coupling level, that of (B) is higher 
than that of (A). However, by inserting an air 
layer ((C,) or (C2)), the coupling level decreases 
obviously in E-plane compared with element (B). 

4. BEAM SCANNING CHARACTERISTICS 

To estimate mutual coupling effects in 2- 
dimensional phased arrays, 4x4 element arrays 
shown in Fig.2 with the elements in Table 1 were 
investigated. 

Fig. 5 shows surface wave pattern from the 
arrays when the elements are fed with uniform 
amplitude and scanned to 9=50° in <|)=0o, 45° and 
90° plane ((|>=0o : H-plane, <|>=90° : E-plane). The 
amplitude is normalized by surface wave level 
from an imaginary source that excites only 
surface wave isotropically (omni-directionally) 
with neither radiation nor reflection. 

When the array is scanned in §=0° plane (H- 
plane), many lobes can be observed but the peak 
level of each lobe is small. When it is scanned in 
<p=45° plane, the largest lobe is observed at <|>=450, 
and the second lobe at around <J>=45±90o. And 
when it is scanned in (p=90° plane (E-plane), 
where the surface wave loss is maximized as 
shown later, the largest lobe is observed at 
<|>=-90o (backward), and the second lobe at <J»=90o. 
In practical arrays, these lobes are diffracted from 
the substrate edges, and affect radiation 
characteristics (sidelobes, antenna gain, XPD, etc.). 

In most cases, the surface wave level of the 
stacked patch antennas ((B), (C,) or (Cy) is higher 
than that of the un-stacked patch antenna (A). 
Comparing (C,) or (Q) with (B), the surface wave 
level in most of direction is decreased by 2-5 dB. 

Fig. 6 shows the loss due to reflection and 
surface wave when the elements are fed with 
uniform amplitude and scanned in <|>=0o, 45° and 
90° plane. The surface wave loss was calculated 
by integrating the surface wave pattern obtained 
in Fig.5. For comparison, the surface wave loss of 
single element is also shown in the same graph. 

Comparing (B) with (A), the excitation of 
surface wave increases obviously in each plane. 
However, by inserting an air layer (Q), both 
surface wave loss and reflection loss decrease. 
When the thickness of the air layer is increased 
from 0.02 X0 (C{) to 0.05X.0 (C2), the improvement 
is comparably small. 

2/A °-49*° Beam 
Direction 

D D D D  x 
D D D D 

: H-plane 

<|F90O 

: E-plane 

Fig. 2   4x4 array configuration 
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5. CONCLUSION 

Mutual coupling effects on single layer (un- 
stacked) patches and stacked patches with/ without 
an air layer were simulated, on the condition that 
the substrate ^ for radiation elements is relatively 
high (e^ö.O). According to the analysis, the mutual 
coupling effects in stacked patches are more than 
that in single layer patches. However, by inserting 
an air layer between the upper and the lower 
substrates, the characteristics can be improved. 
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Electronically Steerable Passive Array Radiator Antennas 
for Low-Cost Analog Adaptive Beamforming 

Takashi Ohira and Koichi Gyoda 
ATR Adaptive Communications Research Laboratories 

2-2 Hikaridai, Seikacho, Sorakugun, Kyoto 619-0288 Japan 
phone:+81-774-95-2710   e-mail:ohira@ieee.org 

Abstract Electronically steerable passive array radiator antennas are proposed for low-cost analog adaptive 
beamforming. Unlike conventional digital beamforming, they require only one transmitter or receiver. For 2-, 3-, 4- 
and 5-element antennas, beam and null steering characteristics are estimated by the method of moments. It is 
numerically shown that full 360-degree continuous azimuthal beam/null steering is possible by at least 4 elements. 
Also shown is that a directive gain of 9 dBi +/-1 dB and null depth of -50 dBi +/-10 dB are obtained by 5 
elements, along with an associated return loss of better than 20 dB at the feeding port. Their drastically low cost 
and low power consumption could help to achieve adaptive antennas for portable wireless user terminals. 

I. INTRODUCTION 
EVEN THOUGH adaptive array antennas offer the 

powerful functionality of variable beamforming and 
null steering, their use has been almost restricted to 
military applications due to their complex configuration 
and high fabrication cost. In recent years, they have been 
used in some commercial cellular base stations in 
mobile communication systems. However, the high 
cost still prevents their use from spreading to the 
general population in uses such as wireless user 
terminals. The cost generally increases with the number 
of radiator elements, since the array needs the same 
number of RF high-power or low-noise amplifiers as the 
elements in conventional array antennas. Especially for 
digital beamforming (DBF) antennas, the same number 
of frequency converters and D/A or A/D converters is 
needed in addition to the RF amplifiers. This leads to 
high weight, high power consumption, and high 
fabrication costs, which becomes more serious as the 
number of elements increases. 

To reduce the required circuit scale, beamforming in 
the RF stage is an attractive alternative instead of DBF. 
Some key technologies toward this alternative are 
emerging, such as a GaAs single-chip microwave signal 
processor for variable beamforming [1] and a constant 
modulus algorithm (CMA) modified specially for 
microwave analog beamforming adaptive arrays [2]. 

For further cost reduction, a variable antenna with 
only one RF port could be a potential candidate. The 
history of single-port-fed variable antennas dates back to 
Harrington's dipole array [3]. As an example of the 
numerical analysis, he showed that the beam direction 
can be controlled by varying the loaded reactances for a 
7-element circular array. However, the theory did not 
consider the minimum number of elements required to 
offer 360-degree continuous beam steering. The return 
loss (VSWR) deviation due to beam steering was not 
considered either. 

Another single-port-fed approach was proposed by 
Preston et al [4]. Their antenna has 13 elements with 
switched parasitic or active elements to achieve 360- 

degree azimuthal coverage with a 30-degree minimum 
step. However, continuous azimuthal angle adjusting 
would be desired for adaptive applications because, 
unfortunately, a deep null is likely to appear only in a 
very narrow angle. 

As an attempt to achieve high-resolution null 
steering, Dinger [5] demonstrated a planar array antenna 
that consists of closely coupled microstrip elements 
with adjustable reactive terminations. It has 9 elements 
to steer its null continuously in both the elevation and 
azimuth directions. However, it is difficult to cover full 
azimuthal angles due to its planar structure. 

This paper pursues an ultimate low-cost solution 
that meets the requirement of full azimuthal continuous 
beam/null steering. Circularly arrayed monopole passive 
radiators are analyzed by the method of moments. The 
radiation patterns and steering characteristics are 
estimated for 2-, 3-, 4-, and 5-element arrays. Although 
the steering causes unwanted i/o port impedance 
deviation in general, a steering scheme with constrained 
return loss degradation is also proposed. 

II. CONFIGURATIONS 
A single quarter-wavelength vertical monopole 

radiator on a ground plane is excited from the bottom in 
a coaxial fashion. This radiator itself exhibits an omni- 
directional radiation pattern. To establish directivity in 
it, the passive radiators are placed in equal intervals 
around the active radiator and loaded with variable 
reactors in the bottom. To control the directivity by 
electronic means, each reactor is implemented with a 
varactor diode and two fixed inductors in series and 
parallel, which can carry out any positive and negative 
value of variable reactance. Figure 1 shows 2-, 3-, 4-, 
and 5-element versions. These are called electronically 
steerable passive array radiator antennas or ESP AR 
antennas in this paper. 

III. STEERING CHARACTERISTICS 
The radiation pattern was calculated for 2- to 5- 

element ESPAR antennas by the method of moments. 
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The ground plane was assumed to have an infinite 
diameter for simplicity. The space between the center 
and the passive radiators is a quarter wavelength. 
According to the Monte Carlo technique, the loaded 
reactances were randomly varied with a minimum step 
of 1 ohm and within the range of +/- 250 ohms. The 
maximum directive gain and the deepest null during 
50,000-cycle variations were plotted for each direction 
on the radar charts shown in Figs. 2 and 3. 

It is found that the 2-element ESPAR antenna cannot 
exhibit high maximum gain, i.e., only 2 dBi in the 
worst direction (almost broadside). It also cannot 
exhibit a deep null, i.e., only -8 dBi even in the best 
direction. This performance is far from sufficient for 
adaptive applications. A deep null is formed by the 3- 
element version, only in the broadside directions 
though. This version has higher gain than the 2-element 
one, and is symmetrical, but it is still unsatisfactory 
due to the direction-limited steering ability. Null 
steering in an arbitrary direction becomes successful 
with the 4-element version. It can offer gain higher than 
7 dBi and null deeper than -40 dBi in an arbitrary 
direction. Even better performance is obtained by the 5- 
element version. It can offer gain of 9 dBi +/-1 dB and 
null deeper than -50 dBi in an arbitrary direction. 

IV. PORT IMPEDANCE DEVIATION 
The steering of the ESPAR antennas is based on the 

strong coupling among the radiator elements. The 
impedance of the feeding port is also deviated with the 
steering. The port impedance was calculated by the 
method of moments for the 5-element ESPAR antenna 
and plotted on the Smith chart shown in Fig. 4(a). It 
has a fairly large deviation of 3d = 40 ohms. This leads 
the return loss (VSWR) to a level of degradation that 
will not be acceptable for various practical applications. 
Therefore, we placed a constraint on the value of the 
variable reactors. In other words, we employed only the 
reactances that exhibit the port impedance that satisfies 
the tolerance of return loss degradation. To determine 
the boundary of this constraint, the mean value of port 
impedance plotted in Fig. 4(a) is estimated as 34.4 + 
J34.4 ohms. The boundary is determined to be the 
circle centered at this impedance with a radius of 9.7 
ohms. The resulting impedance is plotted in Fig. 4(b). 
Since it is constrained within the circle, the return loss 
is much improved, yielding better than -20 dB (VSWR 
< 1.22). 

The constraint of the reactances adversely affects the 
radiation patterns. The gain and null were calculated 
again for the 5-element ESPAR antenna but this time 
with the above mentioned constraint. Figure 5 shows 
the results. The gain is quite similar to that of the 
constraint-free steering shown in Fig. 2(d). The null is a 
little less deep but still maintains almost -40 dBi. 

Under this constraint, the radiation patterns in 24 
different reactance states were estimated and shown in 
Fig. 6. The main beam is fixed in the direction of 0 
degree keeping the gain at 9 dBi +/- 1 dB throughout 

these states. The null is successfully steered in various 
directions as designated by the arrow state by state. For 
receiver applications, the null should be steered in the 
direction from which an interference or jamming wave is 
assumed to arrive. For applications where the receiver is 
unable to presume the incident direction of the jammer, 
a blind steering algorithm such as perturbation-based 
CMA [2] will be effectively used for nulling. 

V. CONCLUSIONS 
It has been shown for the first time that 360-degree 

continuous beam/null steering is possible with at least 
3 passive radiators around the active one. Four passive 
elements offer a higher performance in directive gain, 
null depth, and associated return loss deviation, making 
it acceptable for practical antenna applications. 

Since the ESPAR antenna has much higher gain than 
omni-directional antennas, the RF power necessary to 
transmit in wireless systems can be effectively reduced. 
The co-channel interference in wireless links is 
associatedly decreased. Even compared with 
conventional DBF adaptive arrays, the ESPAR antenna 
consumes much lower dc power as well as, and can be 
fabricated much more cheaply. This advantage is of 
great importance especially for implementation in 
battery-operated wireless devices. Such a simple and 
low-cost analog beamforming scheme could make it 
possible for every user's terminal to have an adaptive 
antenna and bring the idea of smart mobile 
communication networks closer to reality. 
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Abstract 
This paper describes the beam forming procedure for phased array fed reflector antennas and gives 

the results of a beam forming experiment for a receiving phased array fed reflector antenna. In the 
experiment, the main beams were aimed at two target directions. The results indicated that the 
procedure adequately compensates for the mechanical errors of the reflector, alignment errors of the 
antenna system, and phase and amplitude errors of BFN. The experimental results confirm the 
effectiveness of the proposed beam forming procedure and algorithm. 

Introduction 
Recently, phased array fed reflector antennas has been developed for onboard antennas. This antenna 

can get high gain by a large deployable reflector, and a large number of beams can be achieved by a 
phased array feed which promise low sidelobe, beam steering and shaping flexibility. But for practical 
purposes, it is very difficult to steer and shape the beam because this antenna system has various beam 
pointing error factors, such as excitation coefficient errors, a misalignment between the feed and the 
reflector, alignment errors between each module of the reflector, mesh surface errors, and so on. The 
performance index for the beam forming control thus becomes too complex for analytical approach 
because the performance index involves a non-linear equation. We have developed a pattern tuning 
method for these cases [1]. This method uses the gradient of the performance index in the genetic 
algorithm (GA) optimization [2]. 
This paper describes the beam forming procedure for phased array fed reflector antennas and gives 

the results of a beam steering experiment for a receiving phased array fed reflector antenna that 
consisted of 31-element phased array feed and two hexagonal mesh reflector modules. 

Beam forming procedure 
Phased array feed should be able to compensate for beam pointing errors caused by small mechanical 

alignment errors. However, if these mechanical errors become too large, antenna performance, 
particularly antenna gain is significantly reduced. Therefore, one has to ensure that these mechanical 
errors can be minimized. Figure 1 shows our beam forming procedure. First, the position and the 
shapes of the reflector and the feed are measured, for example, by using the 3D digital 
photogrammetry system called V-STARS, and the mechanical alignments of the antenna system are 
adjusted. V-STARS can measure only the positions that the optical targets are put in advance. In this 
case 100 optical target put on the reflector. This measurement and adjustment procedure is repeated 
until antenna's actual geometry nearly fits the designed parameters. This step removes mechanical 
alignment errors between reflector and feeds from the antenna system. Next, the RF signal is radiated 
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from the transmission antenna as a reference signal for determining the boresight direction, and the 
antenna pointing error for this direction is detected by the RF sensor, which is in the array feed 
section. After that, the adjustment mechanisms attached the feed and the reflector are adjusted until the 
measured pointing error becomes zero. This step removes the effect of the reflector's surface distortion 
that is too detailed and cannot measure by V-STARS. This procedure can determine the boresight 
direction of phased array fed reflector antennas that have complex error factors. The excitation 
coefficient of the phased array is controlled as follows. 

Beam forming algorithm 
Figure 2 illustrates the elements involved in the control procedure in the case of the receiving 

antenna. The beam direction is intended to aim at the direction of a transmission antenna The RF 
signal radiated from the transmission antenna is received at each phased array element, and the signals 
from the elements are synthesized into one signal in the BFN. This synthesized signal is measured and 
is used as the performance index. Our beam forming algorithm is used to vary the excitation 
coefficient for the beam steering control until this performance index reaches a maximum value. This 
algorithm is based on the gradient of the performance index and a special excitation coefficient matrix 
generated by GA operations [1]. This special matrix is generated by cross over from the elite condition 
of the preceding generation. This algorithm, as verified by simulation, is faster and stronger versus 
local minimums than is the normal GA. 

Experimental Setup 
Figure 3 shows the setup of the main beam direction control experiment for a receiving phased array 

fed reflector antenna. This phased array fed reflector antenna was composed of a 31-element phased 
array feed and two hexagonal deployable mesh reflector modules [3] that had an aperture diameter of 
4.8 m. The reflector could be steered by the antenna positioner in 2 dof, and by the deployable 
adaptive supporting structure attached the module reflectors [4] in 2 dof. The feed array's orientations 
was controlled by the feed positioner in 4 dof. The RF sensor was composed of a monopulse antenna 
using 4 horns. Two transmission antennas were located on the roof of NTT Yokosuka R&D center; a 
semi-open-type anechoic chamber holding the receiving antenna system was located about 1.6 km 
away. One transmission antenna was used to determine the boresight direction, and the other was 
positioned at an angle of-3.4 degrees in azimuth with respect to the boresight. The beam direction 
was controlled by using a BFN to change the excitation coefficient of the phased array feed. This BFN 
is composed of voltage-controlled attenuators and phase shifters [5]. The excitation coefficient can be 
varied by the added voltage for these circuits, and these voltages are controlled by 8 bit D/A 
converters. 

Experimental Results 
The beam steering control was started from the 6 bit's initial excitation coefficient. This initial 

excitation coefficient was determined as follows. At first, all attenuators were set at maximum 
attenuation. Next, one attenuator was set at minimum attenuation, and the phase of the signal was 
changed by the phase shifter on that attenuator's path. The phase shifter was adjusted using the loop 
shown in the figure until the received power of that signal become the maximum amount of power. 
This procedure was repeated until all 31 paths were included in the loop. This initial excitation 
coefficient was determined for both beam directions. The 8 bit's optimal excitation coefficient was 
found by the beam forming algorithm. Figures 4 (a) and (b) plot the received power when only the 
reflector was turned in the azimuth direction. In these figures, the horizontal axis shows the angle of 
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the reflector with respect to the boresight. To convert to the angles observed at the primary feed, the 
horizontal axis values have to be multiplied by two. The dashed line shows the target beam steering 
direction, i.e., the direction of the transmission antenna. The beam controlled directions were in good 
agreement with the desired directions. 

Conclusion 
This paper described a beam forming procedure for phased array fed reflector antennas and reported 

on the results of a beam steering experiment on such an receiving antenna. The results indicated that 
the procedure adequately compensates for the mechanical errors of the reflector, alignment errors of 
the antenna system, and phase and amplitude errors of BFN. The experimental results confirm the 
effectiveness of the proposed beam forming procedure and algorithm. 

References 
[1] M. Shimizu, "Pattern Tuning of Defocus Array-Fed Reflector Antennas," IEEE AP-S Symp., vol. 

4, pp. 2070-2073, Jun. 1998. 
[2] M. Shimizu, "Determining the Excitation Coefficients of an Array using Genetic Algorithms," 

Proc. IEEE Conf. Antennas and Propagation, vol. 1, pp. 530-533, June 1994. 
[3] M. Watanabe, J. Mitsugi, A. Miyasaka and M. Shimizu, "Large Space Antenna Structure Design 

Technology Status," 49* International Astronautical Congress, IAF-98-I.1.01,1998. 
[4] S. Harada and M. Shimizu, "Using Variable Length Members on an Attachment Support Structure 

for Initial Pointing Control of a Large Deployable Antenna Reflector," Ninth International 
Conference on Adaptive Structures and Technologies, pp. 418-426, Oct. 1998, Boston, U.S.A. 

[5] T. Ohira, Y. Suzuki, H. Ogawa and H. Kamitsuna, "Megalithic Microwave Signal Processing for 
Phased-Array Beamforming and Steering," IEEE Trans. Microwave Theory Tech., MTT-45, pp. 
2324-2332, Dec. 1997. 

(START) 

Mechanical alignments measurement 

Mechanical alignments adustment 
of the antenna system       

No^^     ^^ Yes 
Hrror = 

Electrical alignments measurement 

Electrical alignments adustment 
for boresight direction  

Beam forming control 
using BFN  

(END) 

Fig 1. Beam forming procedure. 

107 



reflector 

earth station at the deairedbeam direction 

att: attenuator 
pa : phase ahifter 
amp : amplifier 

Fig 2. Beam forming method for phased array fed reflector antennas. 

ae mi-open-type aneehoic chamber 

transmission antenna 

NTT Yokoauka HAD Center 

distance : about 1.6 km 

Fig 3. The experimental setup for controlling the beam direction for a phased array fed reflector antenna. 
0| 7=-<c 1 o 

-5-4-3-2-1012345 

Turn angle of the reflector in azimuth (deg.) 
-5-4-3-2-1012345 

Turn angle of the reflector in azimuth (deg.) 

(a) The boresight direction (b) Az.=-3.4 degree direction 
Fig 4. Beam steering results. 

108 



Adaptive Array Antenna for Mobile 
Communication 

Isamu Chiba, Rumiko Yonezawa and Kazunari Kihira 
chiba@ isl.melco.co.jp     rumiko@isl.melco.co.jp kihira@isl.melco.co.jp 

MITSUBISHI ELECTRIC CORPORATION 
5-1-1 Ofuna, Kamakura, Kanagawa 247-8501 Japan 

ABSTRACT 
Digital beam forming (DBF) antennas are 

developing as advanced phased array antennas. 
The microwave signal received at each element 
antenna of the DBF array antenna is converted 
to a digital signal after down-converting. 
Beam-forming is carried out in a digital 
processor, so both excitation amplitudes and 
phases can be controlled more precisely in the 
DBF than in the conventional phased array 
antenna(Fig.l). The DBF also has the 
advantage of adaptive array antenna signal 
processing. This allows the nulls of an 
antenna radiation pattern to be steered in the 
directions of interference signals. Adaptive 
array antennas are applied to the base station 
antennas of mobile communications. In this 
presentation, in TDMA and CDMA 
communication systems, the adaptive array 
antenna fit to each system is shown. 

dement 
antenna 

iiitput y 

reference 
signal 

Fig.l Adaptive array configuration. 

1. ADPTTVE ARRY FOR TDMA SYSTEM 
In TDMA system, communication signal 

is divided in time region. The main beam can 
be  directed to  one   specific  user. The 
ordinary adaptive antenna algorithm, 
SMI[l](Sample Matrix Inversion) or 
CMA[2](Constant   Modulus   Algorithm),   is 

useful in this system. We developed CMA 
combined with SMI algorithm for reducing the 
error occurred when the signal level is lower 
than that of interference. 

CMA (Constant Modulus Algorithm) 
method has been known as blind adaptive 
beamforming because it requires no knowledge 
about the signal except that the transmitted 
signal waveform has a constant envelope. 
Although the CMA has the merit of blind 
operation, it possesses problems in its 
convergence   property. First,   the   ill 
convergence of giving false solution when the 
interfering signal is stronger than the desired 
signal, and second, its slow convergence time 
limiting its application in dynamic 
environments. 

On the other hand, SMI has been known 
as an approach with high convergence rate. 
Using the information of the output signal and 
the reference signal, the optimum weights 
could be computed by directly calculating the 
inversion of the covariance matrix. Although 
it has a rapid convergence property, there are 
systems which the reference signal cannot be 
known at all times while the signal 
environment frequently changes. Also, 
inversion of a large matrix requires heavy 
computational capacity. 

This paper presents a method which 
takes advantage of the merits of both the SMI 
algorithm and CMA. This is useful in systems 
when the information of the reference signal 
can only be used at a certain fracture of time. 
In the first stage of the operation, the initial 
weights are determined by using SMI algorithm 
and in the next stage while the environment 
changes, CMA method is introduced to update 
the weights until the next opportunity arrives 
to capture the reference signal. By using this 
approach, the convergence time in CMA 
operation could be decreased and the problem 
of ill convergence capturing the interference 
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signal could be solved. 

1.1 Adaptive Algorithm 
The combined method for adaptive 

beamforming proposed in this paper is very 
simple. We assume a system in which the 
reference signal cannot be used continuously. 
First, at the early stage of the operation when 
the reference signal can be used, the SMI 
algorithm is introduced to determine the 
optimum weights assigned to each element 
antennas of the array. These weights and the 
output of the array are stored. Next, the CMA 
method is introduced in the operation. Here, 
the weights derived from the SMI algorithm 
Wopt , are chosen as the initial weights in the 

CMA. 

W(l) = Wopt - iNwJ} w<*i (i) 

This operation implies that the antenna beam 
is already scanned to the incident direction of 
the desired signal when the CMA starts its 
operation, except in cases which the change of 
the signal environment is extremely rapid. 
Here, we consider systems which the 
environmental change is slow compared to the 
digital signal calculation. Under this condition, 
with the signal environment change, CMA 
system can track the desired signal with more 
rapid convergence time than the conventional 
CMA method. 

1.2    Algorithm Simulation 
[l]Simulation Conditions 

The performance evaluation of the 
proposed algorithm has been accomplished in a 
typical application using a computer simulation. 
A QPSK signal was generated and transmitted. 
For convenience in evaluation, one direct path 
(desired) signal and one multipath (or 
interference) signal model is used. Fig.2 shows a 
configuration of 4-element array antenna 
used in this simulation. 

antenna 
element > 
(isotropic) 

desired 
signal 

interference 
signal 

Fig.2 4-element array antenna configuration. 

The direction of the paths is 20 degrees and -45 
degrees, respectively. An isotropic antenna was 
assumed as an element antenna and the incident 
desired signal level is set to be 3 dB greater or 
less than the interference signal level. The 
evaluation was carried out only in azimuth 
plane (i.e. the X-Y plane in Fig.2). To evaluate 
the time of convergence and the captured 
signal, both the antenna pattern and the time 
variation of the SINR (Signal to Noise Ratio) 
was simulated. 

[2] Simulation and Discussion 
Next, the case when the interference 

signal level is greater than the desired signal 
level is evaluated. When the initial antenna 
pattern is an isotropic one, the antenna beam 
directs to the interference signal resulting in an 
inferior SINR. This is shown in Fig.3. Here, the 
adaptive antenna assumes the higher level 
signal as the desired one and the lower level 
signal as the interference. On the other hand, 
when the results of the SMI method is used in 
the initial weight vector in CMA, the antenna 
pattern after 500 iteration time is calculated as 
shown in Fig.4. As can be seen from the figure, 
the antenna beam stays with the desired signal, 
confirming the effectiveness of the proposed 
method. 
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2.   ADPUVE   ARRAY   FOR   DS-CDMA 
SYSTEM 

We propose two adaptive array 
configurations fit to DS-CDMA system. One 
is for increasing communication capacity on 
condition that all signal power is almost the 
same. In the future, high bit rate signal will 
be used mixed with low bit ones. Adaptive 
arrays that have the function for cancellation 
of interference have to be used in such case. We 
also propose the adaptive array antenna 
suitable for such demand. 
2.1 Smart Antenna for increasing 
communication capacity 

In the DS-CDMA system, all the signal 
power being almost the same, the beam 
combining       algorithm        according       to 

maximization of signal to interference and 
noise ratio is sufficient for increasing 
communication capacity. This antenna 
should be called as smart antenna rather than 
adaptive array antenna. 

Radiation Rttem of 
conventional 
Seder Antenna 

-2A 

Radiation      ■ ... 
Rdemof     ^\j 

,-/v    Radiation 
'*     Rttemofffi 

Base Station Antema 

Fig. 5 Beam configuration. 

In this smart antenna, as shown in Fig.5, 
there are two beams(Beam#A and Beam#B) 
in one sector. These two beams are combined 
by the weight with the phase being the same 
and the amplitude being proportional to the 
S1NR. 
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Fig.6 Results of BER measurement. 

We carried out experiments of BER 
measurements. Results are shown in Fig.6. 
From this figure, the BER is improved in the 
proposed antenna system. 
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2.2 Adaptive Array Antenna for High Bit 
Rate Communication 

When the high bit rate signal are used 
mixed with low bit ones, there would be a high 
power level interference even in DS-SDMA 
system. Adaptive arrays that have the 
function for cancellation of interference have 
to be used in such case. But in almost all the 
communication system, the conventional 
antenna is used for base station antenna at first. 
To introduce the adaptive array antenna, 
simple calculation procedure is necessary and 
the impact to the hardware, for example digital 
signal processor and antenna setting, has to be 
reduced. 

We propose an adaptive array antenna 
suitable for this system. Configuration of this 
is shown in Fig.7. PIAA(Power inversion 
Adaptive Algorithm[3] ) is adopted as the 
signal-processing algorithm. By using this 
algorithm, the interference with the power 
larger than the noise power is cancelled. 
PIAA procedure should be carried out before 
matched filtering, so that the amount of 
calculation is reduced compared to that of 
conventional adaptive array antenna. Also 
small size antenna can be used as the auxiliary 
antenna. The high bit rate signal could be 
received by the flow without power inversion 
procedure, as shown in Fig7. The simulation 
result is shown in Fig. 8. From this figure, the 
STNR is improved to sufficient level for the 
desired signal to be demodulated. 
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Abstract 
This paper reports the configuration of a smart antenna receiver testbed for land mobile com- 

munication base stations and the experimental results obtained for it. The antenna pattern and 
bit error rate (BER) is measured in a radio anechoic chamber. These results show the interference 
can be suppressed effectively by beamforming using adaptive algorithm, e.g. LMS or CMA. 

1 Introduction 

A smart antenna, which performs adaptive beamforming and interference suppression, is expected 
to significantly increase the system capacity and extend the coverage for wireless communication 
systems[l]. Particularly, a digital beamforming (DBF) smart antenna offers advantages in that 
its calibration is relatively easy and various algorithms can be flexibly implemented by software 
without changing hardware components because most of the signal processing is handled by a digital 
signal processor (DSP)[2]. In recent years, increasing efforts have been devoted to development 
of the smart antenna for land mobile communications and results of the experiments have been 
reported[3, 4, 5]. 

On the other hand, progress has been made in research on adaptive arrays with tempo- 
ral equalization (space-time processing) to handle both co-channel and inter-symbol interference 
optimally[6, 7, 8]. The authors have also proposed the space-time processing smart antenna. This 
proposed antenna can reduce interference by adaptive arrays (spatial processing) and combine each 
of delayed components of a desired wave by path diversity (temporal processing) as shown in the 
block diagram of Fig.l. It selects some appropriate elements from plural directional antenna ele- 
ments based on the results of all delay profile estimation, and combines some outputs of the adaptive 
array for each delayed wave. The selecting of antenna elements can reduce the computing time 
for signal processing. The performance improvement by interference suppression and multipath 
diversity combining has already been evaluated by computer simulation, and significant improve- 
ment was confirmed even in the case that delayed waves are incident from the same directions as 
a desired wave[9]. 

To verify its performance from the practical point of view, the authors developed a smart 
antenna receiver testbed and conducted experiments in a radio anechoic chamber. In this paper, 
the first step of the experiment is reported, namely the use of this testbed to examine only space 
domain processing. 

2 Testbed overview 

The structure of the developed smart antenna testbed is shown in Fig.2. The developed smart 
antenna receiver testbed is implemented for Time Division Multiple Access (TDMA) systems and 
only the receiver mode is carried out by non-real-time processing. The modulation scheme is 
7T/4-DQPSK with differential detection, and an adaptive signal processing runs using Least Mean 
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Squares (LMS) algorithm or Constant Modulus Algorithm (CMA). A step size parameter on which 
the convergence of weight update depends is 0.05 in both algorithms. The converged weights 
during this reception time slot are held and used as the initial weights for the next slot. The 
radio frequency is 2GHz-band and the data rate is 384kbps. A TDMA burst format consists of 
112-symbol information data and 8-symbol guard time. 

The antenna array consists of eight rectangular microstrip antennas which are circularly ar- 
ranged spaced at equal distances of a half wavelength. And, each of the directional antenna ele- 
ments used is directed in a different direction from the others. The 3dB beamwidth is about 90 
degrees for each. 

After a certain time slot of the TDMA frame is stored to peripheral buffer memory, the data 
burst is processed in a DSP. But any other received data bursts are not inputted to the memory until 
the DSP finishes the adaptive processing of the data burst. In this testbed, the complex baseband 
signals are obtained at quadrature demodulator after down-converting, and are calculated in a DSP 
to form interference suppression patterns. In the DSP, at first, data extraction of each branch, roll- 
off filtering, sampling from 5-fold oversampling timing are performed, and then adaptive signal 
processing is implemented. Data synchronization and clock recovery are handled in a control unit. 
This system can sequentially capture data out of the DSP by interrupt request from a PC, and 
monitor the received signal sequences and the state of updating of the complex spatial weights and 
the errors in an adaptive array. This configuration makes it easy to change the adaptive algorithms 
by rewriting the program installed on the DSP. 

3    Experimental results 

The external overview of the .experimental setup using the testbed is shown in Fig.3. A receiver 
antenna array is set up on a turntable as shown in Fig.4. A desired wave and an interference 
wave are generated from a different modulated signal generator (SG). An entire 112-symbol data 
sequence is employed as the reference sequence for weight update in LMS because it is assumed that 
the bit sequence of desired signal is already known at receiver side. Frame timing synchronization is 
adjusted by burst trigger from testbed to the desired SG. Four antenna elements are selected from 
all elements for adaptive array processing since the element which does not receive a desired signal 
exists due to the directivity of each element under this condition. At the beginning of experiments, 
the deviation of the signal strength and phase shift for each branch is measured and compensated 
in the digital signal processing. 

A typical antenna pattern measured in a radio anechoic chamber is shown in Fig.5. This figure 
indicates the pattern by LMS under the condition that a desired wave is incident from 0D=2OO 

and an interference wave is incident from 6u=-7°, and average desired-to-undesired ratio (D/U) 
is 3dB. It is confirmed that beam and null are formed toward the direction of arrival (DOA) of 
a desired wave and an interference wave respectively, and the output signal-to-interference ratio 
(SIR) is 20dB. 

The BER performance of adaptive array using LMS and CMA, respectively, is shown in Fig.6. 
Those of only omnidirectional and directional antenna elements are also shown in this figure. Here, 
the antenna plane is pointed toward transmitter antenna of desired signal in the case of only one 
directional element. 

From this figure, it is confirmed that the BER in the case of using a smart antenna is improved by 
about two figures compared to that in the case of one antenna reception at D/U = 3dB. Compared 
with the performance of smart antennas using LMS and CMA, when D/U is low, BER of CMA 
greatly degrades.   This is because the miscapture of interference wave occurs.   On the contrary, 
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when D/U is high, LMS degrades. In this experiment, the obtained adaptive weights in the last 
slot are employed as initial weights in weight update calculation. But, in LMS, the converged 
weights are not always optimum for the next reception time slot. Thus, bad initial weights may 
be given depending on the carrier phase condition. In LMS smart antenna, increased interference 
tolerance of lldB at BER = 10~2 is demonstrated for this system using four directional antenna 
elements. 

4    Conclusion 

The authors developed a smart antenna receiver testbed with directional antenna elements and 
conducted experiments in a radio anechoic chamber. From the experiment result, it is confirmed 
that this smart antenna can form the beam pattern to obtain high output SIR and improve the 
interference tolerance. In the near future, the experiments for space-time processing will be con- 
ducted. 
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1. Introduction 

Satellite broadcasting services are currently provided in Japan using four orbital positions, one operates 
in the BSS band (11.7 -12.2 GHz) and the other operate in the FSS band (12.2 -12.75 GHz). A number of 
satellites located in different orbital positions will provide in the future. A commonly used dish antenna can 
receive signals from only one satellite at a time. A multihorn-feed reflector antenna can receive signals 
simultaneously from several satellites in different orbital positions, but the number of satellites may be 
limited by the arrangement of the feed horns. A multi-beam phased-array antenna can receive signals 
simultaneously from a great number of satellites in different orbital positions. 

This paper describes the fundamental design of a multi-beam receiving antenna111 and measured results 
of an experimental model. 

2. Antenna design 
The multi-beam receiving antenna receive signals simultaneously from many satellites in different 

orbital positions (Fig.l). Figure 2 shows a block diagram of the antenna. Multiple beams are formed using 
multiple beam forming circuits, one for each satellite direction. To receive both linearly polarized waves 
with an arbitrary angle and circularly polarized waves, the waves are received as two orthogonal components. 

We designed this antenna to meet the following requirements. 
• Receive signals from satellites in range of ±20 degrees (corresponding 110°E - 150°E) 
• Suppress interference from adjacent satellites 
• Provide a gain of 32 dBi, which corresponds to the gain of a <|)45 cm dish antenna'2' 
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2-1. Range of beam position 
Figure 3 shows the orbital positions of the four satellites providing satellite broadcasting in Japan. 

These four satellites are positioned within 40 degrees in azimuth and 0.4 degrees in elevation. We set the 
range of the beam position to ±20 degrees only in the direction of the azimuth axis, because the difference in 
elevation angles is negligible compared with the beam-width of the antenna. To form a beam along the 
azimuth axis, we used the antenna configuration shown in Fig. 4. 
2-2. Antenna size 

The radiation pattern along the azimuth axis, which coincides with the orbital arc, depends on the 
width of the antenna. To suppress interference from adjacent satellites, the antenna width should be designed 
taking into consideration the side-lobe level in their directions. To make nulls in the azimuth pattern that 
coincide with the directions of the adjacent satellites (±4.4 and ±6.6 degrees), the antenna width needs to be 
65 cm (Fig. 5). However, to reduce the number of subarrays, we set the width to 37 cm. In this case, the first 
side-lobes occur in the directions between ±4.4 and ±6.6 degrees; they have the same levels in the directions 
of the adjacent satellites. To achieve a gain of 32 dBi with a width of 37 cm, the antenna needs to be 70 cm 
long (assuming 50% aperture efficiency). 
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2-3. Number of subarrays 
Figure 6 shows the calculated results for both the main-lobe level and the grating-lobe level when the beam 
is tilted to 20 degrees. To avoid the occurrence of a grating-lobe, the number of subarrays must be at least 22 
(Fig. 6, A). If we allow the occurrence of the grating-lobe in order to reduce the number of subarrays, the 
subarrays can be reduced to 15 while still keeping the condition that the difference between the main-lobe and 
grating-lobe level is large (Fig. 6, B). 
2-4. Grating-lobe 

When the beam is tilted to 20 degrees, the grating-lobe occurs in the direction of-39 degrees, and its 
relative level is -7 dB. The distance between the azimuth axis and the orbital arc is 1.2 degrees in the direction 
of the grating-lobe (Fig. 3). Therefore, the relative level of the grating-lobe at the orbital arc is reduced to 
-12 dB. 

3. Measured results on experimental model 
3-1. Experimental model 

Figure 7 shows the configuration of a two-beam experimental model. Delay lines are used as phase 
shifters to simplify the beam forming circuits. Figure 8 shows an external view of the experimental model. 
The antenna consists of 960 microstrip patch elements (0.76 mm thick PTFE substrate, Er = 2.17). The size 
of the antenna aperture is 372 x 672 mm. 
3-2 Radiation pattern 

Figure 9 shows the measured radiation pattern for a beam formed at 0 degrees in the azimuth axis. The 
maximum side-lobe level is -17.5 dB in the direction of adjacent satellites (-4.4 degrees). Figure 10 shows 
the measured radiation pattern when the beam is tilted to 20 degrees. The grating-lobe occurs in the direction 
of-39 degrees, and its relative level is -7.3 dB. 
3-3. Reception experiments 

We performed a reception experiments in an anechoic chamber. The two beams were tilted to ±20 
degrees. Figure 11 shows their measured radiation patterns. In the direction of each main-lobe, isolation 
levels of over 20 dB were obtained. We transmitted two different TV programs on the same frequency from 
two points 40 degrees apart. The experimental model was able to receive both programs simultaneously. 
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4. Conclusion 

We performed a fundamental study on a multi-beam receiving antenna for a satellite broadcasting. We 
presented that 15 subarrays are suitable for the antenna considering interference from adjacent satellites 
while trying to minimize the number of subarrays. The experimental model was able to form two beams 
separated by 40 degrees. 

Even though multi-beam receiving antennas have superior performance capabilities, the large number 
of discrete components, such as phase shifters and down-converters, is a major obstacle to their realization. 
To reduce the component count and cost, we have been studying an active integrated subarray antenna and a 
simplified feed system. In the future, we expect that beam forming circuits will be integrated into satellite TV 
tuners to handle both satellite and frequency selection. 
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1. Introduction 

Demands for high-gain and mass-producible planar antennas are rapidly increasing because 

various millimeter-wave applications are focused on and is being developed actively. In Japan, 25/26 

GHz bands are released for LMDS (Local Multi-point Distribution System), for example. Single-layer 

slotted waveguide arrays [1] is a leading candidate for these applications because the transmission loss of 

hollow waveguides is very small even in millimeter-wave frequency in comparison with microstrip or 

triplate lines. 

Figure 1 presents single-layer slotted waveguide arrays fed in co-phase and alternating-phase, 

respectively. They are simple structures consisting of a slotted plate and a grooved feed structure. The co- 

phase fed array has a series of rc-junctions which excite the radiating waveguides in equal amplitude and 

phase. It is inevitable to have electrically tight contacts on all the narrow walls between the slotted plate 

and the feed structure. The co-phase fed array has been developed at 22GHz band [2]. The brazing contact 

provides 35.8dBi gain with 76% efficiency, but it is not good for mass-production in terms of its 

fabrication cost. The co-phase fed array has also been applied to 60GHz band. The highest gain is 

35.2dBi and the efficiency is 64%, which means that the co-phase fed array keeps the high efficiency in 

millimeter wave band [3]. 

In the alternating-phase fed array, the radiating waveguides are excited in the same amplitude but 

with 180-degree out-of-phase between adjacent waveguides by a series of T-junctions. Currents on the 

narrow walls do not flow across the contact points with the slotted plate and the tight contacts can be 

neglected without gain reduction in the radiating waveguide array except the periphery of the antenna. The 

authors have already confirmed this feature experimentally [4]. High-gain and high-efficiency slot design 

has succeeded in obtaining 35.5dBi gain with 67% efficiency in the 25GHz antenna [5][6]. 

This paper proposes the alternating-phase fed array with a choke surrounding the periphery as 

shown in figure 2. The choke can prevent from the leakage between the slot plate and the feed structure. It 

dispenses with any tight contacts between them. This structure is very suitable for the mass-production. 

The choke in straight waveguides is discussed and the transmission loss is measured. Then, the application 

to the alternating-phase array of the choke is demonstrated [7]. 

2. Choke in a straight grooved waveguide 
In order to check how the choke prevents from the leakage between the slotted plate and the 

groove feed structure, straight waveguides are fabricated by adding chokes    beside the narrow walls as 
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shown in figure 3. The top plate and the bottom groove are just fixed by screws. The dimension of the 

choke is designed to minimize the leakage by using a mode matching analysis. The measurement is done 

at 40GHz. 

Figure 4 presents the transmission loss of the waveguide as a function of the length, in which 

"gap" means that a thin paper with negligible loss is put between the top plate and the bottom groove to 

keep the height of a small gap constant. The intercept of the graph corresponds the loss at the input 

apertures on the both terminals. The gradient of the lines gives the loss of the waveguide in dB/cm. The 

loss of the choke waveguide is 0.01dB/cm, which is much less than 0.29dB/cm in a waveguide without the 

choke. Furthermore, in case of the gap, the increase of the loss of the choke waveguide is quite smaller 

than that of the waveguide without the choke. It is confirmed the choke works well to prevent the leakage 

in the straight grooved waveguide and reduces the transmission loss. 

3. Experimental results of the alternating-phase array with choke 

The choke structure is applied to the alternating-phase fed array to keep the good performance 

without any tight contacts. Two types of the slot arrays are designed. Type (A) has 26 radiating 

waveguides with 16 slots. Type (B) has 12 radiating waveguides with 33 slots. The aspect ratio of the two- 

dimensional slot array is different between them..The design frequency is at 25GHz band for (A) and 26 

GHz band for (B). The design of the slot arrays are based on the moment method using an anaysis model 

withthe periodic boundaries to simulate the mutual coupling in the external region. The backward beam 

tilting is adopted to increase the aperture efficiency and to suppress the reflection from the slots. Three 

types of placement of the slotted plate on the feed structure are done: (i) bonding, (ii) screwed on the 

antenna periphery with no choke and (iii)   screwed on the antenna periphery with a choke. 

Figure 5 presents the amplitude distribution on the aperture at the design frequency. Uniform 

illumination is created by the bonding antenna (i) while the power in the feed waveguide cannot reach 

enough till the ends by the screwed antenna (ii). The choke antenna (iii) obtains almost the same results as 

the bonding antenna (i) in spite of neglecting tight contact. Figure 6 presents the measured gain. The 

highest gain is obtained in the bonding antenna (i) to be about 32.8dBi with 65% efficiency. The choke 

antenna (iii) goes up to 32.4dBi, 60%. This is comparable to the bonding antennas (i). The screwed 

antenna (ii) suffers from serious gain reduction. This points out that leakage in the feed waveguide takes 

place without tight contact and it results in the gain reduction. The choke structure is valid for keeping 

both the aperture illumination and the gain without the tight contact. 

4. Conclusion 
The choke structure in the alternating-phase array is discussed. It is demonstrated the choke 

works very effectively to prevent from the leakage in the feed waveguide and to keep the antenna 

efficiency. 
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1. Introduction 
The wireless network by using stratospheric platforms (SPF) [1-5] is attracting interest as a new 

network infrastructure that is different from terrestrial networks and also satellite networks. A national 
project to develop a large airship system and onboard missions to be operated in the stratosphere at an altitude 
of about 20km has been progressing since 1998 in Japan [1,2]. Communications, broadcasting and earth 
observations will be its main applications. Wide area can be covered for service by multiple platforms deployed 
with certain separations and connected to each other by wireless inter-platform links as shown in Fig.l. Each 
platform provides a service coverage for access link to user terminals on the ground with the minimum 
elevation angle of 20-45degrees. The maximum bit rate will be more than 20Mbps per carrier to support high- 
speed internet or high-quality digital broadcasting services in commercial stage. By using inter-platform links, 
the users separated with a long distance can be connected in an all-wireless link including access links and 
trunk links. The optical link may be appropriate for inter-platform connection to support large capacity more 
than lOGbps. 

inter-platform 
> '    optical link"* 

Stratospheric ^  
platform Cj 
(alt.~20 km) 

multi-beam 
forming 

coverage 
area 

Existing terrestrial networks 

Fig. 1.   SPF network for high-speed wireless access 

Now we are developing two types of multibeam antennas for access link for the test flight model that 
will be launched in 2003-2004. One is a multi-horn antenna in 47/48GHz bands that are officially 
allocated for the fixed service (FS) using High Altitude Platform Stations (HAPS) [6]. The other is a 
digital beamforming (DBF) antenna in 20/30GHz bands that have not been officially allocated yet and are 
selected as one example. Japan is now proposing the allocation of additional frequency bands in the range 
of 18-32GHz for FS using HAPS to ITU-R [7] because 47/48GHz bands are too high for the access link 
of stratospheric platform network to provide a high-speed and high-reliability service due to much rain 
attenuation in rainy country such as Japan. 

This paper focuses upon the 20/30GHz bands DBF antenna under development. Requirements for 
the onboard antenna for SPF and basic characteristics of the DBF antenna are presented. 
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2. Onboard DBF Antennas 
2.1 Requirements for onboard antenna 

The access link of SPF network using the band above 20GHz is regarded as a power-limited channel 
with small power margin. Service coverage for one platform is about 40-100km in diameter on the ground. 
Considering these conditions, requirements for onboard antennas can be summarized as follows: 

(a) Directional antennas will be needed to get high e.i.r.p. and G/T. 
(b) Multibeam antennas will be needed to get a large traffic capacity with efficient use of frequency. 

Minimum service elevation angle will be 20-45degrees and the number of multiple beams will 
be about 60-400 for one platform. 

(c) Since the platform will fluctuate or drift within about one kilometer due to the variation of wind 
and pressure, antenna beams should be controlled to compensate them and to fix the footprint on 
the ground as far as possible. 

(d) Broad bandwidth to transmit more than 20Mbps will be needed. 
(e) Reliability against the stratospheric environment will be needed. 

2.2 Basic characteristics of onboard DBF antenna 
Due to the limitation of time and budget, the specifications of an onboard DBF antenna on the test 

flight model will be limited with minimum performance for technological proof. The DBF antenna under 
development uses Ka band (20.2-21.2 GHz/30.0-31.0 GHz) for experiment. Development cost of devices 
may not be very expensive because this band has already been used widely in satellite systems. On the 
other hand, although the performance of digital devices is being rapidly improved, it may not be sufficient 
for real-time processing of multiple signals coming from many antenna elements in the array antenna. 
Consequently, the target for transmission data rate with the DBF antenna on the test flight model will be 
about 2-4 Mbps at most. In spite of such an aspect, achievement of several 10Mbps can be expected in 
near future. Therefore, the development target of the DBF antenna is placed on the establishment of a 
high-performance beamforming rather than a high-speed transmission in the meantime. The development 
and evaluation of the DBF antenna in Ka band is also important for seeking feasibility of frequency 
allocation in ITU-R. The DBF antenna has the following features: 

(a) Flexible beam steering for each of the user terminals will become possible by adaptive multiple 
beams. Fixed cells are no longer needed. This feature should lead increased traffic capacity. 

(b) Consequently, the hand-over in the coverage of one platform will not be basically needed except 
for the case that the locations of some user terminals get close to each other. High link quality is 
expected with the maximum antenna gain provided to each of the user terminals on their 
request. 

(c) Spatial signal processing can reduce interference reception of undesired signals and interference 
emission to other systems such as satellite systems. Direction of arrival (DOA) of 
communication signal or illegal radio can be estimated. 

(d) Partial defection of antenna elements will not affect seriously the total performance of the array 
antenna. 

(e) High-speed array calibration will be possible by signal processing in transmitting and receiving 
array. 

The DBF antenna for test flight model will have as much as 16 antenna elements (4x4 square array) 
and will be used to obtain technical data for future large-scale DBF antenna. The antenna will be designed 
to allow transmission of 5-10 carriers with 2-4Mbps in one beam and 4 beams simultaneously available in 
transmission or reception. The simultaneous number of signals also depends on the number of onboard 
modems. Two types of digital signal processing devices will be jointly used: FPGA/CPLD (Field 
Programmable Gate Array/Complex Programmable Logic Device) and high-speed MPU (Micro 
Processing Unit). The FPGA/CPLD is suitable for high-speed parallel processing and the MPU allows 
easy programming capability.   Table 1 shows the specifications of the DBF antennas. 
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Table 1. Specifications of the onboard DBF antenna for test flight model: 150-200m-class 
DBF antenna 

Frequency band TX: 30.0-31.0 GHz (LHCP) 
RX: 20.2-21.2 GHz (RHCP) 

Number of antenna elements 16 
Type of antenna element Microstrip antenna 

Number of multiple beams Fixed beams: 9             Adaptive beams: 3 
Antenna gain 15dBi 

Saturated output power (TX) >16 dBm 
Noise figure (RX) <5.4 dB 

Bandwidth >3MHz 
Sampling rate 32 Msps 

AID quantization 12 bits 

Figure 2 shows the schematic configuration of transponder on the test flight model fully-equipped 
with DBF antenna and multi-horn antenna. It is pending whether the inter-platform optical 
communication equipment can be equipped or not on board the test flight model. Table 2 shows the link 
budget examples for an experimental system using the test flight model. The minimum elevation angle 
45degrees is assumed in this link budget, which will be achieved in the experiment with the test flight 
model by an appropriate phase shift for DBF antenna. The aperture diameter will be reduced to about 13 
cm for 30 GHz and 20 cm for 20GHz even with the link availability as much as 99.7 %. Then the beam 
width will be about 5 degrees, which does not require antenna tracking even when the platform drifts 
within the above range. 

3. Conclusion 
This paper presented the outline of the onboard DBF antenna for the test flight model that will be 

launched in 2003-2004. Details of the other basic technologies such as SDMA using DBF on SPF [8] and 
calibration for DBF antenna in reception [9] and transmission[10] are now being studied and will be 
experienced by the test flight model. 
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Fig. 2.    Fully-equipped transponder on board test flight model 
DBF antenna (30/20 GHz) 

elev. angle=90 deg 
unit up-link down-link up-link down-lint 

Frequency GHz 20.0 30.0 20.0 30.0 
Bandwidth MHz 2.0 2.0 2.0 2.0 
TX antenna 

output powe dBW •20.0 -17.0 -20.0 -17.0 

gain*' dBi 30.0 19.0 30.0 15.0 

aperture*2 cm 19.5 5.2 19.5 3.3 
beam width deg 5.2 13.1 5.2 20.7 
eirp dBW 9.5 1.3 9.3 -2.7 

Path loss dB 147.5 151.0 144.5 148.0 

Rain atten. ** dB 4.0 8.0 30 6.0 
RX antenna 

gain dBi 19.0 30.0 19.0 30.0 

aperture*2 cm 7.8 13.0 7.8 13.0 
noise temp. K 700.0 500.0 7000 500.0 

Req'd Eb/No dB 5.5 5.5 5.5 5.5 
Req'dC/NO    dBHz 71.5 71.5 71.5 71.5 
Link margin   |dB 5.1 1.8 8.8 2.7 

*1 On-board antenna gain: Peak gain ■ 
*2 Aperture efficiendy: 60 % 
"3 Link availability: 99.7 % 

3 dB 

Table 3 Example of Link Budget 
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Abstract 

This paper proposes a new concept: utilizing a novel technique to reduce the intermodulation 

distortion products (IM) allows the efficiency of a high-power amplifier (HPA) array to increased by 

operating the array in the saturation region. Since we use even-order distortion implemented 

intermodulation distortion controllers (EODIC), IM is controlled independently of the carriers and 

thus IM power is reduced while maintaining carrier power. This improves the carrier power to 

intermodulation power ratio (C/IM) of the HPA array in the saturation region. The improvement in 

C/IM is lOlogN [dB] where N is the number of HPA. The effect is demonstrated experimentally by 

using a 4-parallel HPA array. The measured C/IM improvement 6 (101og4) dB, confirms the 

feasibility of the proposed technique and the feasibility of highly efficient active phased array 

operation in the saturation region with large N. 

1. Introduction 

In mobile satellite communication systems, demands for high-speed access and large capacity are 

increasing due to the advent of the multimedia era. To satisfy these requests, it is necessary to generate 

RF powers in the kW class. However, the thermal loading becomes extremely large with current RF 

components. This is a serious problem for satellite systems which are poor at shedding heat Figure 1 

shows the relationship between power efficiency and thermal load for the three RF powers of 1,2, and 

3 kW. Mobile satellite communication systems generally use multi-carrier transmission so a high 

carrier power to intermodulation power ratio (C/IM) is required. Since the power efficiency of current 

onboard HPAs is about 25 %[1,2], the thermal load is about 6 kW, for the RF power of 2 kW. To 

overcome this problem, HPA efficiency must be greatly increasd. In general, HPA output power and 

power efficiency increase as the operating point approaches the saturation point. Unfortunately, 

undesirable intermodulation distortion products (IM) also increase due to the non-linear characteristics 

of HPAs. In operation, the output back-off (OBO) level is typically a few dB lower than the output 
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Saturation point. In the saturation region, the power efficiency decreases by 5% for every 1 dB 

increase in the OBO level [2]. Any reduction in OBO is valuable in increasing HPA efficiency and 

thus reducing the thermal load. Many approaches based on linearizers have been advanced to 

compensate the non-linear distortion but they are not strong enough in the saturation region. This 

paper utilizes a novel technique to reduce IM and create a high efficiency HPA array. The technique 

distributes IM power while maintaining carrier power. The effect is demonstrated experimentally by 

using 4-element HPA array. 

2. Distortion distribution method 

An HPA array with power combining is necessary to generate kW class RF power. In this case, IM 

output power is lower than the sum of the individual IM powers of the HP As because the IMs are 

slightly unbalanced. Accordingly, HPA arrays offer slightly better C/IM an equivalent single HPA. 

The proposed concept reinforces this IM reduction effect; IM power is distributed while carrier power 

is maintained. The image of the concept as applied to a phased array antenna (PAA) is shown in Fig. 2. 

In this case, carrier power is increased by voltage summation while IM power is increased by power 

summation. The combined carrier and IM powers can be expressed by the next equations, 

Pc = />c+201ogJ\T [dB] 0) 

Ji,-A, + 101ogtf   [dB] (2) 

Where, 

Pc: output power of the carriers of HPA array     P^: output power of the IM of HPA array 

pc: output power of the carriers of one HPA        pM: output power of the IM of one HPA 

N: the number of HPA 

Therefore, C/I was expressed next equation. 

= (pc+ 20logN)- (pm + lOlogtf ) 

= Oc-Ä/) + 101og# 

= (C72M)flP4 + 101ogJV'   [dB] (3) 

Where, 

(C/l)ma;. C/I of HPA array (C/I)^ : C/I of single HPA 

Consequently, the improvement of C/IM becomes lOlogN [dB]. 

3. Experimental results 

The effectiveness of the proposal was demonstrated experimentally using a 4-element HPA array. 

The HPA was a 20 W class SSPA for the S-band. In the proposed technique, the key technology is that 

IM is controlled independently of the carriers. The even-order distortion implemented intermodulation 

distortion controller (EODIC)[3] is useful here because pre-distortion signals are controlled in a 

frequency band different from the transmission band.  Moreover, the EODIC has high control 
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performance against higher-order distortion, which is important in the saturation region because the 

higher-order distortion can reach the same level as the 3rd-order distortion. A block diagram of the 

experiment is shown in Fig. 3. An EODIC was set in front of each HP A. In these experiments, multi- 

tone (27-tone) signals were used to evaluate the effect of the higher-order distortion products. The 

number of higher-order distortion products increases with the number of carriers because the products 

are produced from the combination of carriers. The 27-tone signals were located as shown in Fig. 4. 

All signals were equal spaced except for the center signal. The center frequency (C) was shifted to a 

slightly lower frequency. When those 27-tone signals are distorted, the primary intermodulation 

products (IM1) not caused by the shifted center frequency and the secondary intermodulation products 

(IM2) caused by the shifted center frequency appear at a higher frequency. The C/IM of the 27-tone 

signals, (C/M)multi, is given by: 

(C/ZilOLa-C-lOlogOO» +1010)   [dB] (4) 
Output spectra of the combining matrix are shown in Fig. 5. Those with (without) EODIC are shown 

on the right (left) side. The vertical axes plot output power [dB] relative to the maximum power of 

IM1. Without EODIC, IM power was concentrated at Port#4. With EODIC, IM power was evenly 

distributed to all ports. At Port#4, IM power with EODIC was lower 6 [dB] than without EODIC. 

Therefore, C/IM was improved by 6 [dB] This result agrees with the expected value of I01og4 [dB]. 

4. Conclusion 

A new concept of increasing the efficiency of an HPA array by IM distribution was proposed. The 

effect of IM distribution was demonstrated by experiments using a 4-element HPA array. The 

experiments show that C/IM was improved by 6 (101og4) [dB]. This result agrees with the expected 

value. When this method is applied to an PAA, the carrier power is combined according to the feeding 

coefficients of PAA to form the appropriate beam while the IM power is spread over as well as noise. 

Accordingly, C/IM is improved within the service area. 
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Abstract 

This paper proposes a new beam-forming network (BFN) for a scanning antenna system that generates a 

steerable beam using a reflector illuminated by an array of feeding elements. This BFN comprises several 

variable phase shifters, a power divider, and a Butler matrix (FFT circuit) [1], which is a multi-beam 

matrix network, and forms a primary beam pattern by using the Fourier transform. This BFN can obtain a 

primary radiation pattern that is very similar to the input signal distribution of the beam port, and does not 

require deep consideration of the excitation distribution of the antenna elements to obtain the desired pat- 

tern. Moreover, the beam pattern generated by this BFN effectively illuminates only the reflector. We 
confirm that this BFN was able to improve the antenna efficiency by 11%. 

1. Introduction 

There are roughly two kinds of the feeding method for electric beam scanning reflector antennas. One 
type is an array feeding that feed power from the off-focal position, and the other is a cluster feeding that 

feed power from the focal plane. The former suitable for making a shaped-beam, but in general, the antenna 

efficiency is not high [2]. A variation of the phasing between the reflector and the feed array is obtained 

when a large number of element antennas are used. The number of antenna elements can be decreased in the 

latter. However, a BFN usually involves many switches because different antenna elements must be excited 

depending on the beam orientation, and phase/amplitude correction is achieved in the considerable configu- 

ration complex. When a reflector must be uniformly illuminated to increase aperture efficiency, spillover 

increases and the antenna efficiency deteriorates. 

This paper propose a new BFN configuration for cluster feeding, which removes switches in the BFN 

and can easily form a flat beam that uniformly radiates the reflector only. This paper first describes the 

configuration and operation principle. After that, two examples adopting the proposed BFN using Gaussian 

beam and flat beam are presented and the effectiveness of the proposed BFN are evluated by numerical 

analysis. 

2. Configuration and Principle of BFN 

Figure 1 shows the basic configuration of the proposed BFN. Signals are divided by the power divider 

and are input to the beam port of the Butler matrix through variable phase shifters. Each signal to the beam 
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port is distributed and output to all element ports with phase differences depending on the position of the 

input beam port. The number of the exciting beam ports is less than the total number of the beam ports. The 

rest of the ports is terminated. The input signal distribution,./fa), and the output signal distribution, F(co), of 

the Butler matrix are related through the Fourier transform [3]. Here x and a represent the position of the 

beam ports and the position of the element ports, respectively. 

From the time-shifting property of the Fourier transform, the changes in the position, A <a, of the output 

signal distribution, F(a>), can be given as the relation between fix) eia6x and F(co +A a>) [4]. Therefore, by 

feeding signals with phase differences to multiple beam ports of the Butler matrix, it is possible to change 

antenna elements to an excited state without using switches to change the beams. It is a well-known fact 

that output signal distribution F(a>) and the primary radiation pattern are related through the Fourier trans- 

form. Thus, it is expected that input signal distribution^ and the primary radiation pattern will have a 
very similar form. 

In practical use, it is important to determine how many beam ports must be used to feed signals. If the 

element antennas connected to the Butler matrix have an equal spacing of d, the beam direction of the i-th 

beam, ft, is given by kdsinO. = (2i-N-l) 7t/N, where k is the wave number and N is the number of beam 

ports (or element ports). That is to say, when all beam ports are used, the primary beam can be roughly 

radiated within the range of ±it in u dimensions (u = kdsinff). Moreover, if half the beam ports are used, the 

range of ±7t/2 can be covered, and should be sufficient for an average antenna configuration. 

3. Numeric Analysis Applied to Offset Parabolic Antenna 

3.1. Side-lobe suppression by Gaussian beam 

The results of applying the proposed BFN to the feeder of a circular aperture parabolic antenna with 

the aperture radius of 20Ä, and f/D = 1 shown in Fig. 2 are described below as an example. The number of 

Butler matrix ports is N = 16, the beam scanning direction is horizontal, element antennas are circularly 

polarized microstrip antennas and element spacing d is 0.5A,. To narrow the primary radiation pattern to 

vertical, four antenna elements are vertically arranged with the power distribution ratio of 1:2:2:1. 

When the primary radiation pattern is a Gaussian distribution with a -20 dB edge, F((o) is a Gaussian 

distribution with the half-amplitude of 3.8. This means that 99.3% of the signal power is concentrated on 

the central six beam ports. Figure 3 shows the signal distribution F((a) of the element ports when signals are 

fed using the six ports (#6~#11). The phase differences between adjacent beam ports, A<j>, are 15,45,75 

and 105 degrees and the power distribution ratio is 1:5.1:11:11:5.1:1 in this figure. Figures 4 and 5 show 

the primary radiation pattern and antenna radiation pattern in this case, respectively. The above results 

show that an adequate low side-lobe pattern was obtained. In this case, antenna efficiency is about 69%, the 

half-power beamwidth (HPBW) is about 4.0 degrees, the maximum value of the spillover is 8%, and that 

the sidelobe levels are below -32dB. The efficiency deterioration due to the loss of variable phase shifters 

becomes a problem in the BFN usually, but if the phase of beam ports are adjusted based on the beam port 

#8 (or #9), one number of variable phase shifters can decreases and the loss is reduced by 33%. 

134 



3.2. Efficiency improvement by implementing flat beam 

Figure 6 shows F(ot)) when the same input signals are fed to all six ports to obtain a flat beam that 

uniformly illuminates the reflector. The aperture angle of the reflector is ±24.9 degrees and the range of the 

flat beam is calculated as «B
_,
±3/16 = ±22.0 degrees. Figures 7 and 8 show the primary radiation patterns 

and antenna radiation patterns, respectively. These figures show that the primary beam patterns are a flat 

beam, and a narrow beam is obtained as the antenna radiation pattern. In this case, antenna efficiency is 

about 85%, the HPBW is about 3.1 degrees, and the maximum value of the spillover is 14%. When F(co) is 

excited by Gaussian distribution without using the proposed BFN and the HPBW is 3.2 degrees, the 

spillover is 20%. When the HPBW is 3.1 degrees, the spillover is 27% and the antenna efficiency is 64%. 

4. Conclusion 

We proposed a BFN configuration that is suited to cluster feeding by using the Butler matrix, and 

demonstrated its ability to offer good pattern characteristics. Moreover, the BFN provides a beam steering 

function by using fewer variable phase shifters. A low side-lobe pattern and flat beam are easily achieved 

by changing the power ratio of the fed power to the beam ports. Furthermore, the BFN improved antenna 

efficiency by reducing spillover. 
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Abstract 

This paper addresses the problem of spectrum analysis from nonuniformly sampled data using the least 
square method for applications in multiple PRF radar system. The benefits of using a direct spectrum 
analysis using nonuniformly spaced data instead of using a FFT based CR(Chinese Remainder) theorem 
has been presented. Using a spectrum analysis based on nonuniformly spaced data, the blind bursts that 
the target frequency is folded into the clutter band could be overcome easily. Additional benefits of using 
an unevenly spaced data spectrum is its robustness to noise. It is shown that the least square method 
outperforms conventional Chinese remainder theorem based on FFT method by 2.5[dB] of SNR. This can 
also be an efficient method when there exist multiple interferences with same magnitude as the target. To 
obtain a spectrum from nonuniformly sampled data, the well known Lomb periodogram has been modified 
to fit a complex sequence. Phase component has also been recovered from the power representation to 
determine whether the target is opening or closing. The result of a modified scheme is compared to the 
result of the Lomb periodogram. 

1. Introduction 

There are several methods to enhance doppler ambiguities. The best method depends on the 
application and of the choice of the constraints. Generally speaking, the multiple pulse repetition 
frequency (PRF) or staggered PRF system performs better than other systems [1]. By using several fixed 
PRFs enables one to discriminate the aliased response of a single PRF system by comparing it with the 
responses of other PRFs. In this way one can eliminate Doppler ambiguity or range ambiguity. 

Previous researches have been done in developing methods for resolving doppler and range in multiple 
PRFs systems. Ludloff and Minker [3] presented a curve of reliability of velocity measurement from 
simulations. Vrana [4] dealt with the problem in a statistical manner. The two steps used to get the 
optimum estimation in Vrana's research lies in making a decision resolving the ambiguity of the estimate 
and smoothing of the data. In many papers, the Chinese remainder (CR) theorem is a commonly used 
algorithm to resolve doppler frequencies or a range and it is a method to solve a set of residue problems 
[1,2]. The CR theorem has a couple of defects when applied to the multiple PRF systems.  First, it can 
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only operate with a single target. If there are several targets which have the same scattered power at one 
look angle, the results of the CR theorem would be ambiguous since there are too many folded doppler 
frequencies to discern for an actual doppler frequency and therefore there should be another algorithm to 
cope with this situation. If the measured frequency folded into the clutter spectral band, which may be due 
to the movement of the radar with respect to the ground, the contact to the target is not clear. Other 
problem with this approach is that a small range error on a single PRF system can cause a large error in the 
resolved range and there is no indication that this has happened. To overcome this problem of CR 
theorem, a clustering algorithm has been proposed by Trunk and Brocket! [5]. They used a variance to 
each PRF data to test if it is real doppler or range. Even with the clustering algorithm, the fundamental 
drawback of the CR theorem approach cannot be resolved in the previous researches since they dealt with 
the problem of solving the congruences problem by some numerical techniques. However, none of them 
addressed the problem about the unevenly spaced data itself. 

Instead of dealing with each PRF one at a time, one can use all the PRFs simultaneously in the time 
domain. The problem then reduces to finding a spectrum for an unevenly sampled signal. If we can find 
the spectrum of the unevenly sampled signal, we would not have the problem of solving for congruences 
and other disadvantages associated with CR theorem. Moreover the present method deals with multiple 
targets and it can also resolve blind speed and the blind range problems. 

In this paper, the frequency domain response is generated from an unevenly sampled sequence by using 
a least square method. Additional benefit of using an unevenly spaced analysis is that it can reduce the 
distortion in the spectrum of a signal affected by noise due to the correlation of each frequency component 
as indicated by Lomb [6]. It is generally known that if the sampling is completely random, and is a 
Poisson process, then the spectrum ofthat sequence is alias free [8, 9]. 

2. Least Squares Method 

The periodogram approach [6-10] to solve a problems of nonuniformly sampled spectrum provides a 
scan of a given frequency range obtained by fitting sine and cosines in a least squares fashion to the data 
and plotting the correlation of data at each frequency. The least square spectrum provides the best 
measure of the power contributed by the different frequencies to the overall variance of the data. 
Therefore this can be regarded as the natural extension of the Fourier methods to nonuniformly spaced 
data. The frequency increment can be determined with any precision and that is a benefit of using this 
method. 

Let a continuous complex signal x(t) be sampled at time instants, t = tk, for k=0,1,2,... ,N-1. 
A complex version of the Lomb periodogram can be derived in a similar fashion as a Lomb periodogram 
of a real sequence [6, 7] using the least square method.  The resulting power in the harmonic component 
for a complex sequence at frequency co is given by 

\N-l 

Z^O008^* - T)]\       i>(Osin[ö>fo - T)]\ 

^) = -Hn L + %^ L (1) 
j>s2[fl>(ft _ r)] £sin2[ö4 -r)] 
k=0 k=0 

N-\ 

Zsin(2<a tk) 
where tan(2<yr) = j^  (2) 

J]cos(2öJ/J 
4=0 
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Observe that (1) yields the same value for CO and -co since it is squared. Obviously this expression is 
not suitable for negative frequencies (opening target).  To obtain the phase component of the spectrum 
from the power representation (1), a frequency response E\co ) of the form is assumed: 

E(co)=^acos[co (tk -r)\+ z']T ßsin[o) (tk -r)\, (3) 
i=0 *=0 

where T is a free parameter same as defined in (2). 
The corresponding power spectrum can be written as 

P{a)) = \ E(co) 
N-i j. , 

£acos[ö> (tk -r)j 
k=0 

W-l - . 

k=0 

(4) 

Matching (1) and (4) for all x(tk ) will give the unknown coefficients a and ß. The resulting expression 
turned out to be: 

N-\ , , N-l - - 

X x(tk )cos[a) (tk - T)\     Yi *('* )sinL6> ('* - r)J 
E(co) = ± -° + ; *=0 

Ecos2 [® (?* - *■)]     JZsin 2 [<° (** - r)l 
(5) 

1 i=0 I A=0 

The phase information is obtained through this expression. 

To illustrate the significance of (1) and (5), consider a signal of the form 

/(xj = 1.2exp(l0-103 •2^/xi)+2exp(-20-103 -2^/^)-2.5exp(25-103 -Inix,), 

where x^are the sampling points from a 4 PRF systems of 1kHz, 1.35kHz, 1.6kHz and 1.7kHz, 
sequentially for k = 1,2, ... , 128. Now (1) and (5) are used to estimate the spectrum of the nonuniformly 
sampled data and the result is shown in figure 1. Average sampling frequency is 5.5kHz which is much 
lower than the Nyquist sampling rate (25kHz since this is a complex signal). As seen in figure l-(b) the 
negative frequency component located at -20kHz is now distinguishable through the use of equation (5). 
This is not possible in figure l-(a) which is the original formulation for the Lombperiodogram. Note that 
the absolute value has been taken and squared values in figure l-(b) are suitable for comparison with 
figure l-(a). 

The performance to noise depends on situations and we considered a single test signal which is located 
at 10kHz with unit magnitude sampled by 4PRFs, 1kHz, 1.35kHz, 1.6kHz and 1.7kHz. Gaussian white 
noise of real and imaginary components having equal power density has been added to the signal. The 
signal has been sequentially sampled at 32 sampling points by PRF1, 32 points using PRF2, 32 points 
from PRF3 and other 32 points due to PRF4. We assumed that an error occurred if the magnitude of the 
sidelobe is larger than the magnitude of the signal frequency. The result shows that the least square 
approach outperformed the CR theorem based on the FFT method. Figure 2 is a plot of the increase in the 
noise power versus the probability of false alarm for both the methods and an error occur when the 
maximum does not occurs at the real signal frequency. 1000 simulations have been tried to get the 
estimation of probability. Around -2.5 dB of SNR, the CR theorem starts to fail and around -5 dB of SNR, 
the least square method starts to fail. Note that only one false alarm for any of the 4 PRF may lead to a 
failure of the CR theorem (clustering algorithm) method. Therefore the least square method outperformed 
CR theorem method by 2.5dB of SNR. If we consider 5 or 6 PRFs system, the least square method will 
provide better result than the CR theorem. 

3. Conclusion 
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This paper addresses the problem of a spectrum analysis from nonuniformly sampled data using the 
least square method for applications in multiple PRF radar system. The benefits of using a direct spectrum 
analysis from nonuniformly spaced data instead of using a FFT based CR theorem has been presented. 
The direct spectrum analysis can detect a target easily in the presence of ground clutter. This can also be 
an efficient method when there exist multiple interferences with same magnitude as the target. 
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Digital Active-Aperture Phased-Array Radar 

Dr. B.H. Cantrell, Mr. J.W. de Graaf, and Dr. L.M. Leibowitz 
Naval Research Laboratory 

Washington, DC 20375 

Background: Twenty-first century U.S. Navy radar requirements call for reduced production costs with 
improved reliability and maintainability. The Naval Research Laboratory (NRL) has addressed this 
problem with consideration of various radar architectures.1 NRL recently performed analysis and initial 
testing leading to a digital phased-array radar approach providing the performance required by the Fleet. 
Digital radar has the potential for unprecedented performance in the presence of jamming and clutter such 
as in the littoral environments in which the Fleet often operates. NRL has a hardware design being 
developed to demonstrate digital radar technology for future Navy radars. The approach uses commercial- 
off-the-shelf (COTS) cell-phone and other commercial technologies. 

Technical Approach: The NRL approach utilizes a new digital radar architecture as shown in Fig. 1. A 
below-decks COTS processor generates digital waveform codes and control messages and provides a 60 
MHz basic clock. The codes and messages are generated offline and stored in memory. During radar 
operation these data and the 60 MHz clock are each transferred on a single fiber-optic line and directed up 
the mast to an optical distribution network at the array aperture. Each fiber-optic line in this network is 
fanned out to a group of m 8-element digital T/R modules. Each digital T/R module element consists of 
digital-to-analog converter (DAC) and analog-to-digital converter (ADC), field programmable gate array 
(FPGA) modules, up/down frequency converters, filters, and a power amplifier and receiver with a 
duplexer and receiver protector behind a simple antenna element. Echo data from the m T/R modules is 
routed to the processor via fiber-optic lines. 

Digital T/R Module: A more detailed block diagram of a T/R module element is shown in Fig. 2 with 
performance specifications indicated in Table 1. The module element consists of fiber-optic distribution 
with electrical-to-optical (E/O) and optical-to-electrical (O/E) conversion, a digital section, a clock and 
LO distribution section, a microwave section consisting of up/down converter, multi-stage amplifier 
chain, and module calibration. The below-decks fiber-optic transmitter sends optical pulses, containing 
serial digital controls/waveform data and 60 MHz clock, to fiber-optic distribution at the antenna aperture. 
The fiber-optic distribution presents the optical 60 MHz clock and waveform data to a photo detector in 
each T/R module. After photo detection and buffering, the noise performance of the 60 MHz clock is 
improved by a phase-locked loop and passed to a microwave circuit that generates the 2nd LO frequency. 
The 1st LO frequency is generated by an FPGA-based module and a multiplier in a microwave circuit. 
The digital controls/waveform data are decoded and conditioned at baseband by several operations in an 
FPGA-programmed module. The baseband waveform is then digitally frequency translated and converted 
to the last IF via a DAC. The IF waveform is upconverted to the transmitted frequency band, power 
amplified, and coupled to an antenna element via a duplexer/circulator. Echo signals are received and 
passed through a duplexer with receiver protector to a downconverter. In the digital section, the baseband 
echo signal is converted to digital and passed by the fiber-optic distribution system to the below-decks 
processor. T/R module calibration presents a major challenge to equalize and maintain hardware errors 
throughout the active aperture over a reasonable period of operation. 

1 Funded by the Office of Naval Research (ONR) during FY98/99 as part of NRL's base program. 
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Up/Down Frequency Converter: The up/down converter primarily consists of COTS components. A 
simple block diagram of the exciter and receiver is shown in Fig. 3. In the exciter chain, the bandpass 
filters are designed with lump elements inside a surface-mount package and the amplifiers are broadband 
monolithic in design. The mixers are double balanced with a high third-order intercept point (IP3). Also, 
the low-noise amplifier (LNA) has a high IP3 with moderate gain. The noise figure of this LNA is less 
than 3 dB. 

Fiber-Optic Up/Down Link and Distribution: The creation and encoding of the transmitted radar 
waveform are performed in the VME processor as shown in Fig. 4. To set dwell times and waveform 
parameters, the FPGA-based module takes timing information from the VME processor and appends a 
short word to the radar waveform data. The entire word is then converted to serial data for the fiber-optic 
transmitter. The optical data stream from this transmitter is then up-linked to the aperture antenna and 
distributed to all the digital T/R modules. To clock the ADC and DAC in the digital T/R module and to 
generate the LO frequencies, the 60 MHz clock is converted to optical and distributed similarly at the 
aperture. On the receive side, the FPGA module at each digital T/R module conditions the baseband 
signal by several operations, converts it to optical, and sends the data stream below decks for additional 
processing. 

Digital Section: Prior to the up/down converter, the digital section performs transmit and receive of 
digital data as shown in Fig. 5. The transmit side of the digital section converts the optical serial data 
streams from below decks into electrical serial data. This serial data stream, containing the waveform and 
control words, is then converted into a parallel word at the 60 MHz base clock rate. The parallel digital 
words are then conditioned by an FPGA-based module, which performs phase/amplitude control, 
amplitude and phase equalization, injection of a lowpass dither signal, and frequency translation from 
baseband to the last IF. The last IF is demultiplexed into 8 separate channels for an 8-element sub-array. 
Each channel is piped into a 14-bit DAC for the upconverter. The addition of the dither signal aids in 
lowering the spurious content generated in the DAC. The receive side of the digital section essentially 
performs the reverse of the transmit function. As shown in Fig. 5, the input waveform at the last IF is 
sampled by an ADC (14 bits at 60 MHz). The digitized data in the FPGA module conditions the received 
data by first converting from real data to I/Q samples. Applying a finite impulse response (FIR) filter to 
the data performs the conversion to I and Q by a method derived by J.P. Hansen of NRL. 

Summary and Conclusions: Digital active-aperture architecture for phased-array radars has been 
proposed by NRL to improve performance and reduce the life-cycle cost of future U.S. Navy radars. 
Considering various approaches, NRL has been procuring and testing various component alternatives and 
is implementing the design described above in order to demonstrate this technology. The simulations, 
analysis, and laboratory measurements that have been performed support this development. Although 
much progress has already been made, several important issues must still be resolved. These include the 
amount of processing required in the digital section for high precision, the size and performance of the 
up/down converters, and the size and cost of on-module generation of the LO and the digital clock. Under 
a new FY00 ONR program, MIT Lincoln Laboratories, Naval Surface Warfare Center Dahlgren Division, 
and NRL will draw on their individual developments to collectively construct a 100-T/R module phased- 
array radar. To be considered viable, digital active aperture array radar must demonstrate high 
performance with relatively low life-cycle cost and complexity. NRL results to date hold the promise of 
unprecedented performance in jamming and EMI with low life-cycle cost and high availability for U.S. 
Navy applications. 
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Table 1 _ Digital T/R Module Performance Specifications 

Parameter Value 
Frequency 1215 to 1400 MHz 
Peak/Average Power 50/5 W - Couple of stages. Class C final 
Module Efficiency >25% 
Bandwidth <10 MHz 
Noise Figure 4 dB 
Front-End Dynamic Range Single-Tone (I MHz) 85 dB 

Two-Tone 70 dB 
Phase Noise (CW) Floor -160 dBc/Hz 

100 Hz -H0dBc/Hz 
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1. Introduction 

Most current research and development programs in the field of digital beamforming are concerned with 
systems that operate in the traditional microwave frequency bands or higher. This paper discusses digital 
beamforming in a novel high frequency (HF) radar that operates from 20 to 32 MHz. Under the STEEL 
TRAP sensor program of the Department of Defense, we developed a semi-portable HF radar to measure 
the scattering properties of air targets. Earlier semi-portable HF radars, as well as most sky wave HF 
radars, have used analog beamforming and frequency-modulated continuous wave (FMCW) waveforms. 
The STEEL TRAP HF radar (STHFR) radiates a pulsed waveform and has an eight-element receiving 
array that forms beams digitally. This paper describes the beamforming approach and the technique used 
for determining target angular position, and presents examples taken from a series of scattering 
measurements of a sounding rocket. 

2. HF Radar Description 

Figure 1 is a block diagram of the STHFR, and Figure 2 is a photograph of the receiving array. The V- 
shaped configuration, shown in Figure 3, was chosen as a compromise between the highest possible gain 
of a linear array and the elevation discrimination offered by an array with a projected aperture in the 
elevation plane. A separate transmitting antenna, located about 100 m from the receiving array, radiates 
about 150 W (average). The STHFR uses a pulsed waveform, typically with a pulse width of about 200 
us and a pulse repetition interval of 800 |is. The linear FM waveform has a swept bandwidth of 75 kHz. 

The antennas are log-periodic dipole arrays (LPDA) with vertically and horizontally polarized elements. 
A wire ground screen, combined with the downward pointing angle of the LPDA feedline evident in 
Figure 2, improves the antenna pattern at high elevation angles. The antennas provide coverage over an 
azimuth sector of 90 deg and elevation angles from 10 to 60 deg above the horizon. 

Each receiving antenna is connected by a phase-matched coaxial cable to a receiver and A-to-D converter 
in a portable shelter. The digital outputs are generated with a 16-bit resolution at a rate of 160 kHz and are 
recorded on a RAID disk array for post processing. 

3. Post Processing 

The beamforming and target range, velocity, and azimuth/elevation angle processing are carried out after 
the mission by the following steps. (1) Closed-loop calibration data, injected into the receiver inputs, are 
used to generate matched filters for each channel to compensate for phase and amplitude differences in 
the receivers. In-phase and quadrature (I and Q) components of the signal return are recorded for every 
channel. (2) Pulse compression is accomplished by performing an FFT on the return signal and applying 
the matched filter response. An inverse FFT returns the data to its original domain. (3) Doppler filtering is 
achieved by applying a Hamming window and performing an FFT across a coherent integration time for 
each range cell. The resulting 2-D image is comprised of signal returns arrayed in range and Doppler. 
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(4) The azimuth and elevation of targets of interest are determined using the method described in Section 
5. (5) Each of the eight range-Doppler arrays (RDA) is multiplied by a complex weight and summed to 
yield a beamformed RDA. Determination of the beamforming weights is discussed in the next section. 
(6) The amplitude, range, and velocity of the target are determined from the beamformed RDA. 

4. Beamforming 

The challenge in beamforming is to derive the correct values of the complex weights W\ = Aiexpßtyj), 
where i is the index of the antenna element, given a desired azimuth and elevation angle (and in general 
other beam parameters, such as sidelobe level). Because of the physically large near-field scattering 
region at HF (10's of meters), which can produce distortions in the incident signal, we would prefer to 
determine the beamforming weights based on the element responses to calibrated targets positioned in the 
array far field. However, for the measurements described below, this was not possible. Hence, we used 
uniform weighting (Aj = 1 for all i) and calculated the phase weights from the standard free-space phase 
relationship <p,- = (2TC/X) er(cc,e) • r,, where er(a,e) = excosoccose + eysinacose + ezsine is a unit vector in 
the desired mainbeam direction, and r/ is the position vector of the i* element in the array. We made no 
attempt to include the dielectric effects of the earth or otherwise account for near-field scattering effects. 

5. Target Azimuth and Elevation Angle Determination 

The target azimuth and elevation angles were determined by a correlation technique borrowed from HF 
direction finding. First, a set of reference vectors is computed that encompasses the range of possible 
azimuth and elevation angles to be searched. In the sample results shown below, these reference vectors 
assume a uniform amplitude and linear progressive phase (i.e., the same assumptions as were used for the 
beamforming). Then, the correlation is computed between the similarly constructed vector produced by 
apparent targets on the RDAs and each reference phase vector. The reference vector yielding the highest 
correlation identifies the azimuth and elevation angle of the target. Mathematically: The elements of the 
reference vector are given by Vr(i,m,n) = expß(Pi(m,n)J, where m and n index a grid defined by ccm and en 

over which the target angle is searched. The measurement vector for a target of interest is given as Vt(i) = 
expÖVti), where (pti is the measured target phase extracted from the RDA. The target azimuth and 
elevation angles are then determined as the (am e„) grid point that maximizes the correlation given by 

1 
Pm,n     a lVr(i>m,n)vt(i) 

Note that this approach does not require beamforming in the usual sense, since no use is made of 
weighted sums of the receiver outputs. 

6. Examples 

In September 1997 the STHFR measured the radar signatures of modified 10-m-long two-stage sounding 
rockets launched from the northwest coast of Australia. The radar was installed at a point 47 km from the 
launch point; the site was very flat and free of any nearby man-made structures. The sounding rockets 
attained an apogee of 180 km and impacted 120 km downrange. The sounding rockets used a Terrier 
booster and an Orion second stage. Four such rockets were launched. 

We observed the target over a time span from 6 s after liftoff to 60 s after liftoff. Figure 4 is an example 
of a RDA formed at a point when the target was at an elevation angle of 12 deg, an azimuth of 62 deg, a 
range of 48 km, and line-of-sight velocity of 119 m/s. To assess digital beamforming ability, 
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beamformed RDAs (Step 5 of Section 3) were computed as described in Section 4 as the commanded 
mainbeam direction was "scanned" in azimuth past the Orion target, with the beam elevation angle fixed 
at 12 deg. The value of the Orion target peak occurring at a (range,Doppler) of (48 km,l 19 m/s) was then 
plotted as a function of the azimuth angle, resulting in Figure 5. The procedure is similar to plotting the 
response as the antenna of a microwave radar is physically scanned in angle past a fixed point target. 
Figure 5 shows a well formed beam with a beam-forming gain of 10.5 dB, which is in good agreement 
with a calculated value of 11 dB. A theoretical curve calculated from the array geometry shows good 
agreement with the experimental results. 

In Figure 6 we show an example of the target azimuth and elevation angle determination using the 
correlation technique of Section 5. The large excursions near the end of the measurement interval are the 
result of a low SNR. The high correlation values observed (Fig 6c) are indicative of a nearly distortion- 
free wavefront.  The raw azimuth rms error is 4.7 deg and the smoothed error is 0.9 deg. The errors in 
target elevation are larger than in azimuth because the aperture is much smaller in the elevation plane. 

7. Conclusions 

We have described digital beamforming in a compact HF radar. The beamforming coefficients were 
generated solely from the geometry of the array without any explicit far-field calibration sources. We 
achieved very good beamforming because of the flat, clean, and uncluttered site available in these 
measurements. We have also presented a correlation technique for determining the target azimuth and 
elevation angles, and demonstrated very good accuracy. This technique also relied on phase values 
derived only from the array geometry. We do not expect radar sites with nearby scattering structures such 
as buildings and towers to yield as high a level of performance. 
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A GPS Digital Phased Array Antenna and Receiver 
Dr. Alison Brown, Randy Silva; NAVSYS Corporation 

ABSTRACT 

NAVSYS High Gain Advanced GPS Receiver (HAGR) uses a digital beam-steering antenna array to enable up to 
eight GPS satellites to be tracked, each with up to 10 dBi of additional antenna gain over a conventional receiver 
solution. This digital, PC-based architecture provides a cost-effective solution for commercial applications where 
more precise GPS measurements are needed. 

The additional gain provided on the satellite signals by the HAGR enables sub-meter pseudo-ranges to be 
observed directly on the C/A code and also improves the accuracy of the GPS carrier phase observations. The 
directivity of the digital beams created from the antenna array also reduces multipath errors, further improving the 
accuracy of DGPS corrections generated by the HAGR and the navigation and timing solution computed. This 
paper describes the beam steering array and digital receiver architecture and includes test data showing the HAGR 
performance. 

HIGH GAIN ADVANCED GPS RECEIVER DESIGN 

The HAGR design is based on NAVSYS' Advanced GPS Receiver (AGR) PC-based digital receiver architecture1 

integrated with a digital beam steering array. Using a proprietary digital beam steering (DBS) board NAVSYS is 
able to combine data from as many as 16 antennas and create a multi-beam antenna pattern to apply gain to up to 
eight GPS satellites simultaneously.2 

The HAGR phased array antenna is shown in Figure 1 and the HAGR electronics includes the components shown 
in Figure 2. The multi-element antenna array is assembled using commercial antenna elements. The antenna 
outputs are fed to a Digital Front End (DFE) assembly that includes a custom RF-board that digitizes each of the 
received LI signals. The digital output from the DFE assembly is then passed to a custom Digital Beam Steering 
(DBS) board installed in the AGR Personal Computer that performs the digital signal processing required to 
implement the digital beam steering operations. The AGR PC also includes a custom Correlator Accelerator card 
(CAC) that performs the C/A code correlation and carrier mixing on each satellite channel. 

Depending on the level of performance desired, the antenna array and DFE assembly can be populated with two, 
four, nine or sixteen antenna elements. The antenna elements are spaced Vi wavelength apart. The Digital Beam 
Steering board is operated through software control from the AGR PC. This applies the array spatial signal 
processing algorithms to form the digital antenna array pattern from the multiple antenna inputs, adjusts the 
antenna array pattern to track the satellites as they move across the sky, and applies calibration corrections to 
adjust for offsets between the individual antenna and DFE channels and alignment errors in the positioning of the 
antenna elements and array assembly. 

The GPS signal processing is performed by the HAGR Correlator Accelerator Card (CAC) also operated under 
software control from the PC. This performs the code and carrier tracking on each satellite signal. The HAGR 
PC-based software computes the navigation solution using the satellite data and can also be configured to record 
raw measurement data or generate differential GPS (DGPS) or kinematic GPS (KGPS) corrections. 
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ANTENNA ARRAY BEAM PATTERNS 

The beam pattern created by the digital antenna array is a function of the number of elements used in the array 
and the elevation angle of each satellite being tracked. In Figure 3, simulated beam patterns are shown for the 
different HAGR antenna configurations. 

HAGR SIGNAL-TO-NOISE RATIO COMPARISON TESTING 

The HAGR digital beam forming has the effect of increasing the signal-to-noise ratio from the GPS satellites. In 
Figure 4 to Figure 6, performance data is shown from a HAGR unit compared against two conventional GPS 
reference receivers3. From these plots, it can be seen that the HAGR C/N0 is significantly higher than the 
reference receiver, demonstrating the effect of the gain from the digital beam forming. 

HAGR PSEUDO-RANGE NOISE 

The HAGR pseudo-range measurement accuracy was demonstrated by plotting the difference between the 
pseudo-range and the contiguous carrier phase observations. This difference is a function of the pseudo-range 
measurement noise, the carrier-phase noise (a minimal effect) and the code/carrier divergence caused by the 
ionosphere (which is constant over short time intervals). This data is plotted in Figure 7 through Figure 9 and 
shows that the pseudo-range variance is between 0.6 to 1 meter for the unfiltered HAGR data. It should be noted 
that with carrier smoothing, this variance is reduced even further. The observed pseudo-range noise compares 
closely with that predicted by the improved C/No. For example, at a C/No of 54 dB-Hz, theory predicts a pseudo- 
range variance of 0.4 meters. Our data shows an observed variance of 0.5 meters for the same C/No. 

KINEMATIC GPS TEST RESULTS 

The kinematic performance of the HAGR antennas was tested by setting each of the antennas on two survey 
marks separated about 1.5 meter apart. The NAVSYS's kinematic GPS software was used to process the data. A 
10 degree elevation mask angle was selected. Figure 10 shows the processing results. During the test, 6 valid 
satellites were available. These test results show that the kinematic GPS positioning error achieved a standard 
deviation of 3 mm (1-sigma) in the north and east directions and 7 mm (1-sigma) vertically. This is consistent 
with a carrier phase measurement accuracy of 3 mm (1-sigma). This shows that the multipath errors on the carrier 
phase are maintained on the order of a few millimeters by the HAGR beam forming. 

CONCLUSION 

In this paper, the design, performance and test results of the NAVSYS High Gain Advanced GPS Receiver 
(HAGR) have been presented. The benefits of the HAGR for the following applications are summarized below. 

Differential Reference Station 
The gain applied to the GPS signals by the antenna array improves the signal strength observed in the tracking 
loops by up to 10 dBi (for the 16-element array option). This will improve the pseudo-range residual noise from 
the HAGR's delay lock loops by a factor of 3. The improved pseudo-range accuracy results in higher precision in 
differential corrections generated by this reference receiver. The variance on unfiltered 1-Hz pseudo ranges 
collected into the HAGR was shown to be between 0.5 and 1 meters. 

Multipath Rejection 
The antenna array digital signal processing algorithms applied by the programmable Digital Beam Steering (DBS) 
PC-board. This attenuates any multipath signals received while applying gain to the direct path GPS satellite 
signals. The combination of these effects is to significantly reduce the residual multipath error in the AGR's 
delay lock loops and pseudo-range and comer phase observations. 
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Interference Rejection 
The antenna array digital signal processing algorithms applied by the programmable DBS-board can be 
programmed to apply nulls as well as generate gain through forming beams. By placing nulls on interfering 
signals, the DBS-board can also be used to reject interference sources or signals from GPS jammers. 

Kinematic GPS 
The high-accuracy pseudo-range and carrier phase observations provided by the HAGR allow it to provide 
kinematic positioning accuracies of better than 1 cm. 
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Abstract:   For single dish radiotelescopes the proposed approach for the mitigation of the radio 
frequency interference, RFI problem calls for the illumination of the reflector antenna by a monopulse 
feed and the Dicke-switching of the input of its radiometer between the sum and difference ports. The 
same approach can be used for array-based radiotelescopes. 

1    INTRODUCTION 

The outputs of single dish radiotelescopes are affected by tropospheric noise when operation above 3 
GHz is required and some approaches that mitigate the effects of tropospheric noise on radiometers are 
outlined in reference [1]. The approaches call for the Dicke-switching of the input of the telescope's 
radiometer between the main and a reference beam. The celestial source under observation is placed in 
the main beam of the telescope while the reference beam is slightly offset from it. With these 
approaches the effects of tropospheric noise on the radiometer's output are minimized to a degree that 
depends on the proximity of the two beams in the spatial domain. 

Existing phased array-based radiotelescopes have excellent spatial resolutions but their sensitivity is 
only adequate because the arrays are highly thinned. Their other defining characteristics are: 
• One narrow field of view, FOV is observed at a time. 
• Minimum redundancy arrays are used 
• Dual-polarization capability; and 
• One narrow frequency band is observed at a time. 

The essential requirements for future array radiotelescopes under consideration are [2-4]: 
• High sensitivity and moderate spatial resolution. More explicitly, the required sensitivity is 

equal to that attained by a radiotelescope fully populating an area of one hectare or one square 
kilometer. 

• The availability of one or more wide fields of view simultaneously. 
• Inexpensive realizations are preferred; and 
• Operation at many frequency bands simultaneously. 
The last requirement not only minimizes the observation time required to attain maps of celestial 
sources at many frequency bands but also meets the requirement for observations of variable sources at 
many frequency bands simultaneously. Lastly, the same radiotelescopes are also suitable for searches of 
extra terrestrial intelligence, SETI. 

All types of radiotelescopes receiving weak signals emanated by distant celestial radio sources are 
affected by unwanted transmissions that are either Earth-bound or satellite borne. 
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The strong Earth-bound transmissions originate from broadcast stations, communication and radar 
systems while the latter transmissions originate from medium / low Earth orbiting constellations of 
satellites designated to perform the navigation / communication functions. As the approaches to mitigate 
me effects of RFI caused by Earth-bound transmitters are considered in many references, we shall focus 
attention on the mitigation of the RFI caused by constellations of Earth-orbiting constellations of 
satellites. 

2 THE RFI PROBLEM 

The current constellations of Earth-orbiting satellites cover the Earth's surface comprehensively, m 
Table 1 we listed some of the essential characteristics of existing / future navigation and 
communications constellations of satellites drawn from references [5,6]. As can be seen there are 
several systems in the planning stage and their frequency of operation can be as high as 40 GHz. As 
several satellites are 'visible' from any location on Earth we require the excision of the interfering 
signals when the positions and number of satellites in view from a particular location vary with time. 

Table 1-Essential characteristics of existing/future navigation and 
communication constellations of satellites. 

System l^pLink 
Frequency 
[GHz] 

Down Link 
Frequency 
[GHzl 

Cross link 
Frequency 
[GHzl 

Capacity 

GPS 1.237,1.575 
±0.020 

Navigation system 

Odyssey 1.6, 29 2.5,19 3,000-9,500 
voice channels 

ICO 2.2,5 2.0, 7 4,500 
voice channels 

Globalstar 1.6,5 2.5, 7 2,000-3,000 
voice channels 

Iridium 1.6,28 1.6,19 23 1,100 
voice channels 

Teledesic Ka1 Ka1 60 100,000 
voice channels 

1 27-40 GHz 

In an experimental 8-element array the rejection of interfering signals in the spatial domain with the aid 
of nulls generated in the direction of interfering signals can yield up to 37 dB rejection [7]. Furthermore, 
no a priori knowledge of the number of interferers or their position is required by the adaptive minimum 
variance beamformer used. For the same array, a non-adaptive Fourier beamformer rejects interference 
only in the sidelobes by between 13 and 30 dB depending on the location of the interference within the 
array's sidelobes. 
A reaRime adaptive interference cancellation technique has also been used to mitigate the effects of 
RFI on a prototype receiver [8]. In the presence one interferer, a main channel containing the required 
signal and that of the interferer is used in conjunction with a reference channel that contains the 
interfering signal only. The reference channel input is processed using a digital adaptive filter and then 
Subtracted from the primary channel input producing the system output. An attenuation of strong 
frequency modulated interference to 72 dB has been measured by the experimental setup. In an 
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environment where M interferers exist, the approach calls for M reference channels that are used in 
conjunction with the main channel to cancel the interfering signals. 

3    A NOVEL APPROACH 

For single dish radiotelescopes we propose the illumination of the antenna reflector by a monopulse 
feed that yields the sum and difference beams. Ideally the sum / difference beams are defined by 
Gaussian / Rayleigh functions respectively and working monopulse feeds yield beams that have shapes 
approximating these functions. Monopulse feeds are commonly used for satellite communications / 
radar applications and descriptions of these feeds are found in reference [9]. Monopulse feeds are used 
in satellite communications applications to ensure the alignment between the satellite and ground station 
antennas; the same types of feeds are used in radar applications to measure the angle of arrival of signals 
transmitted by targets on a monopulse basis. 

The celestial source is placed at the maximum of the sum beam, which coincides with the minimum of 
the difference beam, and the input of the radiometer is Dicke-switched between the sum and difference 
beams. With this arrangement, the output of the radiometer is the difference between the two beams and 
the radiotelescope gains immunity from tropospheric noise and unintentional jammers, the transmitters 
of the Earth-orbiting constellations of satellites. Furthermore, knowledge of the number of transmitters 
in view from the radiotelescope site or their position is not required. 
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Figure 1 A block diagram illustrating the generation of sum and difference beams from a 
frequency independent four-arm spiral antenna. The input of the radiometer of the 
telescope is Dicke-switched between the sum and difference beams. 

While the above proposal is suitable for narrow band applications, the arrangement shown in figure 1 is 
suitable for wideband applications. The antenna element used to illuminate the reflector is a four-arm 
frequency independent spiral antenna and the sum and difference patterns are derived with the aid of the 
signal processing shown in the same figure. Lastly, the input of the radiometer is again Dicke-switched 
between the sum and difference beams. 
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Phased array-based radiotelescopes consist of several antennas followed by sensitive receivers operating 
either in the aperture or image synthesis mode. Radiometrie arrays on the other hand operate in the 
image synthesis mode. If all antennas are illuminated by monopulse beams and the inputs of the 
receivers are again Dicke-switched between the sum and difference beams, immunity from the RFI is 
gained. With this approach, knowledge of the number of intrerferers and their positions is not required. 

4 DISCUSSION 

The proposed approach does not call for one or more separate reference channels but the radiometer's 
rms minimum detectable signal when compared to that of a total power radiometer is doubled; this is 
not a high penalty to pay for the mitigation of the RFI. High efficiency monopulse feeds and low-loss 
Dicke-switching systems have evolved by the satellite / radar and radioastronomy communities 
respectively over a long period. Developmental risks are therefore minimal for the realization of 
systems using the proposed approach. 
The effectiveness of the cancellation of the RFI depends on how low the antenna sidelobes are and 
experimental work is required to quantitatively assess its effectiveness. 
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INTRODUCTION: 

In this paper we consider the RF direction finding of arriving narrowband sources by a passive sensor 
array. Modern superresolution methods e.g. projection based methods, like the MUSIC method, the 
Capon method or Maximum Likelihood based methods require the same number of receiver channels as 
antenna elements. In contrast to the Maximum Likelihood methods the MUSIC and Capon method have 
less numerical load at the cost of a reduction in resolution. Expensive receivers and the need of their 
calibration make superresolution methods unattractive for RF direction finding with array antennas. 
A solution with less receivers is the introduction of subarrays (comp. Nickel [1]). Considering the 
subarrays as so called 'superelements', all known superresolution methods can be applied to the subarray 
output signals. Another proposal, very attractive with respect to receiver cost, is a preprocessing 
beamforming network. The network can be realized by a Butler- or Bias-matrix. Considering the received 
signals of the different output channels of the network as element signals, the superresolution methods 
can be applied to a restricted number of output channels corresponding to the directions of the received 
signals (comp. Buckley [2]). A reduction of the receiver channels by building subarrays or using a 
restricted number of output channels of a beamformer network implies a "sequential scanning" of the 
angular space. 
This paper aims at the use of superresolution methods with a reduced number of receivers by sequential 
sampling of the antenna elements, the subarray channels or the output signals of a preprocessing 
beamforming network in time. 
Sequential sampling of subarrays or preprocessing networks were discussed by Sheinvald and Wax in [3] 
and [4]. Sheinvald and Wax derived an estimator based on the corresponding 'Maximum Likelihood' 
problem (ML). Based on their work in this paper the Capon and MUSIC method are modified for 
sequential sampling. The resulting new 'Sequential-MUSIC (S-MUSIC) respectively 'Sequential-Capon' 
method (S-Capon) build approximations of the conventional MUSIC and Capon methods, where all 
element channels are processed. The resolution properties of the proposed methods are superior to the 
conventional MUSIC or Capon method with a number of element antennas restricted to the number of 
receivers. 

ASSUMPTIONS 

In our investigations we assume that the number of received signals n s is smaller than the number of 
receivers n sub. The received signals are normal distributed. We assume that during the whole sampling 
period the emitter directions and their signal power do not change. The antenna array consists of n a 

antenna elements, where na=n v (nsub-l)+l, n x€ IN. Building n j subarrays of (nsub-l) antenna elements and 
taking the remaining element as part of all subarrays, at a given time t only the signals of one subarray 
can be received (comp. figure 1). The received signals of subarray k are given by 

2f*« = 5;£t(0/)-ca(O + »t(O 
/=i (1) 

:=£*(£)£* « + »*(*) 
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where S k(0i); 1 <l<n s; is the DOA vector and Ci(t) of the I'th received signal arriving from direction 0X. 
The thermal noise of the element channels of the k'th subarray is given by n t(t). Taking sequential 
sampling into account and starting the measurement at 10, we obtain the sampling points of the k'th 
subarray 

(2) 

with meN and 1 <k<n i. 

V  Y  V  V  V  V  V "V. V  V 

x,(t) x,(t) 

t. 
<4 

x,(t) 

t0-\ m-A, n,H (jfc- 1)A, 

MAXIMUM LIKELIHOOD ESTIMATOR (MLE) AND THE 
MUSIC ALGORITHM 

Similar to [5] in the sequential sampling case 'deterministic' 
and 'stochastic' 'Maximum Likelihood Estimators' (MLE) 
can be derived. While the 'stochastic' MLE was discussed 
in [4], in this paper we restrict us to the 'deterministic' 
MLE. Maximizing the probability density function of the 
received signals, given by 

P(i1,...,2Cni/£,c1)...>cni) = 

f[N(k,n,ntab,(T)- 

exp 
l      m=l 

r0+/nArnj + (*-!)• A,)-S(0cj 

Figure 1: Sketch of Sequential Sampling of an 
Array Antenna 

(3) 
with respect to the parameter vectors 0, c u ..., c nl, we 
obtain after a maximization of the amplitude vectors c; the 
optimization task 

rin |»»4i [ l-lk(Z) (ik(ä)'ik(i) Y ik(&)*] Qkn 

(4) 

where N(k,n,n mb,a) is a normalization factor and the covariance matrix QKa is given by 

1 4 
2i,n 

= n?-i(fo+m'A/'"i+(fc"1)Af)^(fo+mAr"i+^-1)AP* (5) 

Equation (4) and (5) yield the 'deterministic' MLE of the angles of arrival of the received signals. In 
contrast to the multidimensional search methods (e.g. (4)), the MUSIC and Capon method as well as 
'conventional ' beamforming methods belong to the class of onedimensional search methods (comp. 
Viberg [5]), which can be derived as follows. Assuming that only one signal is received equation (4) can 
be written as 

max 
e £       S_k(9)   Sk(0) (6) 

If we assume now that all antenna elements (resp. subarray outputs) receive the arriving signal in the 
mean with the same power, the optimization task (6) can be approximated by 
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9 2-1 

£      £»(*) •£*(*> 
= mm 

0 

A &(*) •(£-£»-Z^  >•£*(*> 

= max 
(7) 

where 2 M is the eigenvector of the covariance matrix Q k,n belonging to the maximal eigenvalue. We 
define a spatial spectrum via 

fS(0) = ; - ;  (8) 

If more than one signal is received by the array antenna, we obtain the wanted S-MUSIC spectrum with 
equation (8) by 

5 - MUSIC(6) = ; -  (9) 
ASk(0) <L-Pk)lk(0) 

h Sk(0)*-Skm 

where the matrix Ek is a projection on the so called signal space. The projection matrix Ek can be built by 
the eigenvectors belonging to the n s most significant eigenvalues of the matrix Q. jy,. Since 

i-& "2*, 
-i 

we obtain the S-Capon-spectrum by (9) and (10) 

S-Capon(0) = 

SIMULATION RESULTS 

yr> =k,n  

w      Sk(0)*-Sk(6) 

(10) 

(ID 

In order to check the resolution properties of the S-MUSIC and S-Capon method, computer simulations 
were conducted. In our simulations we consider a uniform linear array antenna (ULA) consisting of 10 
antenna elements. The distance between neighboring antenna elements was 0.8A. The number of 
receivers was restricted to 4, i.e. the signals of 3 subarrays had to be sampled sequentially. In the 
experiments, proposed here, two signals arriving from 10° and 15° with a signal-to-noise ratio (SNR) of 
30 dB, related to a single antenna element, were investigated. First 256 time sample vectors were used to 
estimate the covariance matrices of each of the subarrays. In figure 2a the MUSIC spectra of a 4 element 
ULA, i.e. the MUSIC spectrum of the first subarray, the conventional MUSIC spectrum of the considered 
10 element ULA, i.e. 10 receivers, 256 time sample vectors to estimate the covariance matrix, and the S- 
MUSIC spectrum are compared. The MUSIC spectrum of the 4 element ULA has less resolution and 
higher spectral values compared to the other spectra. The resolution properties of the S-MUSIC method 
are nearly the same as those of the MUSIC spectrum obtained with the 10 element array antenna. Similar 
results are obtained with respect to the Capon and S-Capon method. In figure 2b the number of time 
sample vectors was reduced from 256 to 10 time sample vectors. 
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The maxima of the MUSIC spectra are less than with 256 time sample vectors and the resolution of the 
MUSIC spectrum of the ULA, consisting of the 4 neighboring antenna elements, is reduced. If the 
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Figure 2a: A comparison of the MUSIC spectra of a 4 Figure 2b: A comparison of the MUSIC spectra of a 4 
element ULA (blue), a 10 element ULA (red) and the S- element ULA (blue), a 10 element ULA (red) and the S- 
MUSIC spectrum (green) (256 time samples) MUSIC spectrum (green) (10 time samples) 

covariance matrices are estimated by only 10 time sample vectors, the Capon spectrum of the 10 element 
ULA is strongly fluctuating in contrast to the MUSIC spectrum of the 10 element ULA. The S-Capon 
spectrum obtained with 10 time sample vectors has no fluctuation and is comparable to the spectrum 
obtained with 256 time sample vectors. 

CONCLUSIONS 

Because of the high receiver costs superresolution methods applied to array antennas with a smaller 
number of receivers than antenna elements are very attractive. Thus, in this paper the Capon and MUSIC 
method are modified to apply them to array antennas with a restricted number of receiver channels. In 
comparison to the MUSIC or Capon method of an array antenna with the same number of antenna 
elements as receivers, the proposed configuration conserves the resolution given by the aperture without 
yielding grating lobes. With a restricted number of receivers the necessary number of time samples to 
estimate the covariance matrix respectively the S-MUSIC or S-Capon spectra does not correspond to the 
number of antenrta elements but to the number of receivers. A limitation of the proposed methods is given 
by the stationarity constraint of the received signals during the total sampling period. 
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Abstract: A direction finding architecture that implements an innovative number system encoding of 
phase samples, the robust symmetric number system (RSNS), is described. The RSNS possesses Gray 
Code properties and provides significant advantages over conventional phase scanning methods and other 
symmetric number system encoding techniques. The design equations for a RSNS array are presented. 
Simulation results for a prototype RSNS array are shown, and its performance compared to previously 
published results for other number system encoded direction finding architectures. 

I. Introduction 

Direction finding systems provide an emitter's bearing that can be used as a sorting parameter in the 
identification of radar and communication systems. The phase sampled linear interferometer is a common 
DF approach that uses the known spacing between two or more array elements to obtain time-of-arrival 
measurements [1]. The time-of-arrival measurements can be converted into phase differences that are then 
used to determine the angle of arrival (AOA). 

This paper describes the development of a new type of phase-sampled DF array based on the 
robust symmetrical number system (RSNS) [2]. The RSNS DF antenna architecture uses the RSNS to 
decompose the analog spatial filtering operation into a number of parallel sub-operations or moduli that 
are of smaller complexity. One two-element interferometer is used for each sub-operation and only 
requires a precision in accordance with its modulus. A much higher spatial resolution is achieved after the 
spatial filtering results from the individual low-resolution arrays are recombined. 

II. RSNS Antenna Architecture 

The RSNS DF array is a modular scheme in that the integer values within each modulus (phase sampling 
comparator states), when considered together, change one at a time between adjacent positions (a Gray 
code property). Although the dynamic range of the RSNS is somewhat less than that of the optimum SNS 
(OSNS) [3], the RSNS Gray code properties make it particularly attractive for error control. With RSNS 
encoding, the errors due to comparator thresholds not being crossed simultaneously are eliminated. As a 
result, the interpolation circuits can be removed, and only a small number of comparators are required. 

Table 1 illustrates a RSNS and compares it to an OSNS for the two moduli case. The shaded 
cells (bins) are unique combinations of integers, that are mapped into spatial angles over the antenna's 
field of view (FOV). The entries also correspond to the number of comparators ON in each channel. The 
DF resolution is the FOV divided by the number of unique combinations (shaded cells). The number of 
unique combinations is also referred to as the dynamic range. From computer results the dynamic range, 
M , for a two-channel system is conjectured to be [2]: 

M = Amx + 2m2 - 5, for moduli spaced 1 or 2 apart, and (1) 
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M = 4mj + 2m2 - 2, for moduli spaced 3 or more apart. (2) 

The dynamic range of the OSNS is the product of the moduli. The dynamic range of the OSNS grows 
faster than the RSNS dynamic range, so for practical systems (which require dynamic ranges greater than 
50), the OSNS can achieve larger values with smaller moduli. 

The dynamic range determines the angular resolution of the system and the antenna element 
spacing. A RSNS array based on N moduli {mx,m2,...,mN) has N+ 1 array elements. For an array 
using mixers for phase detection, the spacing between the reference element and element i is 

d,= 
MX 

4Nmt 
(3) 

Table 1: Comparison of Dynamic Range of RSNS and OSNS. 

System Modulus 0 ■-j- 2 3 4 5 "e" 7 8 9" 10   l'l 12] 13* 14 M5~! 16*117': 18 119* ! 20 ' 21 
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m,=3 0 0 1 1 2 2 3 3 
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3     2 

:0'0 1 1 '2 2, '3 -3 2 2 
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Figure 1: RSNS Direction Finding Antenna Architecture. 
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8 comparator 
network 

To demonstrate the RSNS antenna, a two channel system was selected with modulus of m.(= 8 
and m2=ll. The prototype architecture is shown in Fig. 1. Three receiving elements are used to measure 
an 8 GHz incident signal. The receiving elements are microstrip dipoles designed for 8 GHz. The spacing 
between elements is defined by (3). A summary of the system parameters is shown in Table 2 along with 
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those of the OSNS design for comparison. Each channel contains a low noise amplifier and the center 
element serves as a common element for both interferometers. The phase detector output (PDO) for 
channel i is a symmetrical folding waveform 

PDOt (0) = cos(kdj sin 9 + ft,) (4) 

where $ is a known phase shift, k = 2n/Aand 0 is the angle of arrival. The separation between 
interferometer elements, dj and d2, defines the number of folding waveforms within the FOV 

M   _2dj 

2mtN      A 
(5) 

System OSNS RSNS bins»«    mo«*»*«    foWs<=2 

Method 
Moduli 
Spacings (inches) 
Resolution (ave) 
RMS error (degrees, 
120 degree FOV) 
Dynamic range 
(bins) 
Number of 
comparators 
Frequency band 
(GHz) 
Number of 
channels 

Experimental 
6,11 

3.82,2.08 
2.02 
>25 

66 

17 

8.2-10 

Simulated 
8,17 

1.18,0.56 
2.08 
0.66 

64 

25 

7-8 

Table 2: Prototype Antenna Comparison. Figure 2: RSNS Folding Waveforms 

A simulation of the detected phase (symmetrical folding waveform) is shown in Fig. 2. 
The mx = 8 channel has two folds and the m2 = 17 channel has 0.941 folds as shown in the 
figure. The detected voltage is processed by a dc restoration amplifier to bring the folding 
waveform above dc so that the comparator threshold levels lie between ground and the bias 
voltage. The amplifier output is sampled in both channels by a small network of comparators. The 
normalized value for the 17 threshold levels is r = cos(2n-l/2m,) for n=\ to 17. A similar 
process can determine the threshold levels for the modulus 8 comparators. A channel with 
modulus m, has m, comparators (see Table 1). The number of comparators that are ON in each 
channel is mapped onto an EEPROM chip that converts the RSNS vector into a bin number that 
corresponds to a known AOA. 

Using the phase waveforms shown in Fig. 2, the transfer function of the RSNS antenna is 
shown in Fig. 3. As is typical with phase scanned arrays, the sin(0) dependence in (4) causes the 
folding waveforms to expand as the AOA diverges from broadside. Since the outputs from both 
channels expand at the same rate, the unique relative relationship between channels is maintained. 
However, it does increase the bin size resulting in reduced DF resolution for angles near endfire 
relative to those near broadside, as shown in Fig. 3. 

The dynamic range for the prototype system is 64. This dynamic range was chosen to 
provide a 5-bit output for the angle of arrival. At broadside the bin width is 1.6° and at 60° off 
broadside, the bin width is 3.4°. More importantly, the RMS reporting error is 0.66° for the FOV 
of ±60° off broadside and 2.20° over a 180° FOV. 
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The most significant impact of the Gray Code characteristic of the RSNS is the absence 
of encoding errors. Fig. 4 shows the experimental results from the OSNS DF antenna [3]. The 
OSNS does not possess Gray Code properties since multiple comparators are required to change 
state simultaneously at each code transition, resulting in large errors. The RSNS has the Gray 
Code property, so only one comparator must change state to transition between bins. If a 
comparator fails to change state at the correct AOA, the system will report that the signal is in the 
adjacent bin resulting in a small error. 

III. Conclusion 

The robust symmetric number system provides a unique and innovative means of mapping 
directions of arrival in the spatial domain to a digital representation with no encoding errors. 
There are no theoretical limits on the array baseline or unambiguous AOA resolution. In the 
absence of noise and system errors, the minimum element spacing and AOA resolution are 
limited only by the physical size of the array elements and the complexity of the decoding 
electronics (i.e., number of comparators required). 

The RSNS antennas have the potential to perform high resolution DF with very small 
baselines. The simplicity of the microwave components allows operation over wide bandwidths. 
The prototype antenna will be capable of a RMS DF error of less than one degree. The system's 
small weight and size make it an ideal candidate for small unmanned air vehicles. 

Experimental Antenna Tnnsfer Ruction 
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—t \ | ;—---&■-—i- \——i \— 

■»     «     *     «      0      »46*0      so 

Figure 3: RSNS Transfer Function. 
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Abstract - This article presents the study of the 
nonlinear effects of amplifier gain compression 
and intermodulation on the accuracy of direction 
of arrival (DOA) in a digital array receiving 
system. Based on analysis and realistic computer 
simulation, it is shown that the gain compression 
has little effect on DOA estimation but the third- 
order intermodulation may significantly degrade 
DOA estimation. 

INTRODUCTION 
DOA estimation is very important in many 
wireless communication and radar systems [l]-[3]. 
In an adaptive antenna array system, the system 
always estimates DOA first and then uses DOA 
information for beamforming and related critical 
applications. The accuracy of DOA estimation is 
very important and critical in applications. 

In a practical antenna array receiving system, no 
real antenna and receiver are free from physical or 
electrical aberrations. Any distortion in the RF/IF 
chain will alter the accuracy of the look direction. 
Some of the fixed mismatches among channels 
can be corrected using calibration/compensation 
techniques, but nonlinearity effects in this chain 
can not be effectively compensated in any 
practical way [4],[5]. It is necessary to analyze and 
understand the effect of nonlinearity on DOA 
estimation. 

NONLINEAR DESCRIPTION 
Consider a RF digital receiving array system, as 
shown in Fig. 1, and DOA estimation is carried 
out after IF stage and analog to digital converters 
(ADCs) [6]. The phase behavior of a small-signal 
amplifier can be considered linear enough, since 
the maximum value of small-signal amplifiers 
normally never exceeds a few degrees per dB near 
amplifier saturation, and it is generally ignored. 
And since the higher order intermodulation (IMD) 
products are at much lower levels than third-order 

products, the nonlinear characteristic of an 
amplifier can be modeled in an analytical way in 
terms of the small signal gain, the 1 dB 
compression point, second order and the third 
order interception points of the amplifier. Thus, 
the output characteristic of the small signal 
nonlinear amplifier can be modeled by: 

y = a+bx+cx2+dx3 (1) 
The coefficients a, b, c and d can be determined by 
the above amplified parameters. In our simulation, 
the amplitude-to-amplitude transfer curve of the 
nonlinear amplifier is shown in Fig. 2. 

SYSTEM DESCRIPTION 
As shown in Fig. 1, a typical two stage 
downconversion RF digital receiving system with 
uniform linear antenna array is considered. After 
frequency downconversion, filtering, and 
amplification, signals are sampled at second IF 
with ADCs. All elements in RF/IF chain are 
considered as linear except for the last IF stage 
amplifiers. The overall system is built and 
modeled on Signal Processing Workstation 
(SPW) [7]. Signals arrive at the N antenna 
elements can be represented by a vector X as.* 

X = {x{t-ri)} (2) 

where i; is the relative signal time delay at the i-th 
element/channel. The digital output of the array 
system after ADCs can be expressed in complex 
form as: 

Y = {f{x(t-Ti))} (3) 
Next a covariance matrix R of the array needs to 
formed via: 

R = £{YY"} (4) 
where £{•} denotes the expectation operator, H 
denotes complex conjugate transpose. DOA 
estimation can then be done by one of various 
DOA estimation algorithms. In this study, we use 
the Capon algorithm [8], and the DOA estimation 
can be obtained by: 
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DF(6) = s-1R(?-lY (5) 
where s denotes the array steering vector. We will 
use a 4-element system and the Capon algorithm 
to obtain the DOA estimation. 

NONLINEAR EFFECT ON DOA 
A. Gain Compression Effect With Sinele Tone 
Consider a single desired signal x(t): 

x(t)=A(t)cos[(Odt + <p(t)\ (6) 

From equation (1), (2), (3) and (6), the output 
complex vector Y can be expressed as 

Y = F0+F,+F2+F3+F4 (7) 

F0=Kic,A2(f-TI)} 
F, = fy A(t -x. yM<-T,M'-T,)]} 

¥2=y
,A2(t-riy

[2<aAt-T'^(--T')]} 
F3 = ^d'A3(t-z. y^^^t'-^} 

F4 =|rf,A3(r-T,.>*"('-T>',('-Ti)1} 
where Fi corresponds to the signal vector, F2 the 
second harmonic, F3 the third harmonic, and F0 

and F4 the temporal variations. The coefficients 
a'=ak2, V=bkxk2, c'=ck?k2, d'=dk?k2, kx 

is the linear system gain before the nonlinear 
amplifier and k2 the linear system gain after the 
nonlinear amplifier. 

From (4) and (7), the covariance matrix can be 
obtained by 

R = £{YY"}= X£^Ff 1 (8) 

OZi,jZ4 

Thus the DOA spectrum can be obtained by using 
(5). It can be seen that when the signal is single 
tone, the DOA spectrum will include the harmonic 
powers and temporal variations caused by the 
compression of the nonlinear amplifier. These 
distortion terms will degrade the DOA 
estimations. 

The above DOA performance is simulated for a 4- 
element array system, illustrated by Fig.2. The 
model is constructed on SPW using 50 Monte- 
Carlo trials, the nonlinear amplifier parameters are 
shown in Fig.l, and the results are shown in 
Fig.3(a) and (b). In the example, the signal arrives 
at in the direction of 48.59 degrees. To better 
illustrate  the results,  we introduce  a  variable 

OBO = 101og(P_, IP0M ), where PA is the power 
of ldB compression point of the nonlinear 
amplifier, P0uF^in+G, Pm is the input power of the 
amplifier, and G is its gain. When the OBO is 
equal to 0 dB, it indicates that the output power of 
the amplifier is just at compression point. The 
larger the OBO value the smaller the output 
powers of the amplifier. The negative OBO values 
mean that the amplifier works at compression and 
saturation status. It can been seen that when the 
input signal level approaches or exceeds the 
compression point, the deviations of the 
estimations are increased rapidly. Combined with 
the input/output characteristic of this amplifier in 
Fig.l, it can be observed that when the OBO is 
equal to lOdB, the output power has been 
compressed and entered the nonlinear section 
though the compression is less than IdB. This is 
why the DOA estimation fluctuates largely before 
the output level reaches the IdB compression 
point. This means the DOA estimation is very 
sensitive to the nonlinearity. As long as the 
nonlinearity occurs, the DOA estimation will 
degrade rapidly. 

On the other hand, since the harmonic products are 
located outside of the channel passband, they can 
be significantly suppressed by the filter before 
they reach to ADCs. Thus, though the 
compression can affect the DOA significantly, the 
DOA estimated values have relatively small 
changes. For instance, the maximum mean 
difference is just 0.0308 degrees when OBO 
changes from -8 dB to 25 dB. 

B. Intermodulation Effect With The Presence Of 
Interference 
Consider the signal x(t)=x^t)+Xi(t). x£t) is the 
desired signal and x&t) is the interference. Let 

^(0=A(r)cos[o)df + g1(f)] 

xi(t)=B(t)cos[a>it + g2(t)] 

where (Od * coi, (2(0d -Co.) and (2fl), -<od) fall 
in the channel passband. Because of the 
nonlinearity, the system outputs will have rich 
frequencies including the originals, the harmonics, 
the sum and difference of the frequencies, third- 
order intermodulation and some temporal 
variations. It is known in section A that the 
products outside the channel passband will be 

174 



largely suppressed and should have relatively 
small effects on DOA estimation. Since 
intermodulation product can not be filtered out and 
it will be kept in channels with signals, the MD 
will be a dominant factor that affect DOA 
estimation. The output vector Y can be derived 
from equation (1), (2) and (9): 

Y = XY, (10) 
1=1 

Y^^cA^-T^+ic'B^-T,)} 

Y2 =£,A(f-T>yM'-I>*'(,-Ti)1} 

Yi=^'B(t-ri)ejM^^{'-z")]} 
Y4 =\c' A2(t _T.y^(<-*<v2*.(<-*.)i} 

Y5 = ^c'B2 (t - T(. y I^M,)*^«,!)} 

Y6 = {:' A(t -T, )B(f-T, >^^^X^>*.('-^^('-'.)]} 

Y8 = |b42 (t -T, )B(f-T, yfr^H^^Hh.tK)]} 

Y, = {cA(t-xi )B
2 (t -T, yB^-^X"')*«.«"')-'.^»} 

Y10 = fa2 (t -T, )B{t -X, y K»*«»*^«.^'»«"'»} 
Y„ = ijcA(t -T(. )ß2 (f -T, )e^

2«a.+^X<-T>2g2(,-r,^1(,-r,)]} 

Y12 = |^ A3 (f _Tj >^('-^^,(-.)]} 

Y„ = &d'B> {f -T, y*<°<«-^*>(-^} 

Y,4 = {k3 A(t -T, )B2 fr-T,)+ AA3 (It -T, )>*<<'-^.('-T<>]} 

Y15 = |fc3A
2 (f-x, )B(t -r,)+ Jkß3 (t-xi pM^^-^} 

Y2 and Y3 are the original signals, Y4, Y5, Y12 and 
Y13 are harmonic products, Yö and Y7 are the 
products of sum and difference of frequencies, Y8, 
Y9, Y10 and Yn are intermodulation products and 
Y8 and Y9 fall in the channels, Yi, Yt4 and Y15 are 
temporal variations, k=jd', k3=\d}. 
Similarly, the covariance matrix R is: 

R = £{YY
H
}=  J^EfcYf} (11) 

läi.j£15 

DF(G) can be obtained by using (5). Thus, the 
DOA spectrum includes original signal power, 
intermodulation products and some temporal 
variations in addition of the harmonics and the 
sum and difference components. Since the 
intermodulation products Y8 and Y9 cannot be 
filtered out, the distortion will affect DOA 
estimation. 

The above DOA performance is simulated based 
on the same computation model and the Monte- 
Carlo results are shown in Fig.4(a) and (b). 
Combined with Fig.l, it can be seen that when the 
input power is larger than -6 dBm (OBO is 16 
dB), the amplifier just enter the compression status 
(less than ldB). And from this point on, the 
deviations of the means and variances are 
increased significantly, for example, the maximum 
mean difference is 12.0559 degrees when OBO 
changes from 10 dB to 25 dB. It indicates that as 
long as the intermodulation products exist and fall 
in the channel passband, they will degrade the 
DOA performance significantly and promptly 
even though the intermodulation level is small. 
Since the intermodulation product can not be 
eliminated, it always accompanies the signals and 
thus degrades the DOA performance. This is 
different from that of the single tone. 

CONCLUSIONS 
This study revealed that when signal is a single 
tone, the harmonic components caused by gain 
compression has little effect on DOA estimation. 
But if the interference is present and the 
intermodulation products fall in the channel 
passband, and it may severely degrade the 
accuracy of DOA estimation. 
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Fig. 1. System structure - antenna array with RF 
digital receivers and digital signal processor. 

Fig. 3(b). Variances of DOA estimation for a signal 
arriving at angle 48.59° via OBO with single tone. 

Fig. 2. Characteristic of the input/output of a 
nonlinear amplifier (IP2= 39 dBm, IP3= 35 dBm, 
Gain =10 dB, P.!= 20 dBm). 

Fig. 4(a).   Mean of DOA estimation for a signal 
arriving at angle 48.59° with two tones. 

Fig. 3(a). Mean of DOA estimation for a signal 
arriving at angle 48.59° via OBO with single tone. 

Fig. 4(b). Variance of DOA estimation for a signal 
arriving at angle 48.59° with two tones. 

176 



ARRAY ROBUSTNESS TO SENSOR FAILURE 

A. Alexiou* and A. Manikas 
Communications and Signal Processing Research Group 

Department of Electrical and Electronic Engineering 
Imperial College of Science, Technology and Medicine, London, SW7 2BT, UK 

♦currently with Global Wireless Systems Research, Bell Labs, Lucent Technologies, Swindon, SN5 7YT, UK 

Abstract 
The presence of uncertainties in the array response 
results in a performance degradation often greater than 
the application requirements can afford. Although 
various attempts have been made to measure the effect 
of uncertainties on Direction-Finding algorithms 
performance, the impact of sensor response uncertainties 
on the ultimate array DF capabilities has not been 
considered thoroughly. In this paper, the sensitivity of 
an array's DF capabilities to sensor response errors is 
formulated. Robustness and reliability measures are 
proposed, which can be used as tools for the evaluation 
of each sensor's importance within the array geometry 
and as criteria for the comparison of a number of array 
geometries. 

1. Array signal model in the presence of failure 
The response of a planar array of N sensors to a signal 
incident from azimuth 6 € [0,360°] and elevation 
<f> € [0,90°] is described by the manifold vector, 

OF{e,<l>) = FQa{6,<t>) (2) 

a(6,<f>) =i® exp{ - jrk(6,4>)} 

where y € CN is the vector of sensor gain responses, 
r G T^*3 is the sensors locations matrix (in meters) 
and k(6,<f>) = y[cos0cos0, sin0cos0, sin$] 6 H3 

denotes the wavenumber vector. For the fully 
operational array, the effect of the array structure on the 
system performance may be assessed quantitatively by 
determining the local properties (shape and orientation) 
of the array manifold, through the study of the 
manifold's differential geometry [1],[2]. However, in the 
presence of sensor response uncertainties, the actual 
array configuration and the resulting performance 
depend on the location of the sensors whose actual 
response differs from the nominal one, as well as on the 
operational state of each one of the malfunctioning 
sensors. 

Let Fi be a complex number denoting the operational 
state of the i-th sensor, with Fi = 1, representing the 
fully operational state and Fi = 0 the complete failure. 
The effective array manifold vector in the presence of 
sensor response uncertainties can be written as 

where F = [Fi, F2,..., F/v]r. It is interesting to observe 
that, when the sensors have identical operational states, 
i.e. Fi = F, Vi, the effective array manifold is a scaled 
version of the nominal one and spans the same subspace. 

2. Array robustness 
In order to quantify the array robustness, the array 
performance structure function is defined as the ratio, 

$ pc 
performance criterion in the presence of array uncertainties ,~, 

performance criterion for the fully operational array      ^ ' 

and is equal to zero when all sensors fail, whereas it is 
equal to one when all sensors are fully operational. 

Let now the deviation AF, of Fi from its nominal value 
Foi result in a change A^,, of the array state from its 
nominal value <&pc{Eo)- The sensitivity function of $pc 
in terms of Fi is defined as the ratio -^ and indicates 
the i-th sensor's structural importance. When AF is 

(1)     'large'  (compared to F0j),  A«!?^  is  a measure of 
sensitivity for the array state and is called sensitivity-in- 
large S^. i or structural importance-in-large of the i- 
th sensor. Thus, 

$£,«(£,,££) = SyCE.) - <ME> + Afi)    (4) 
where AFt is a vector with the i-th element equal to 
AFi and all other elements equal to zero. In a sensor 
failure scenario S^ G [0,1], with S^.ti — 1 when the i- 
th sensor absolutely determines the array performance 
and S^. i — 0 when it has no effect on performance. 

When AFj is 'small', so that   lim —*$■ exists, then the 

small or absolute sensitivity function of $pc in terms of 
Fi evaluated at the nominal value Fg is a measure of the 
(absolute) performance structural importance of the 
i-th sensor. Thus, 

Spc,i(Fo) dFi (5) 
E, 

As Spcti(Fo) -► oo, the state of the i-th sensor determines 
the array performance, whereas 5pc,i(=E,)-»0, the state 
of the i-th sensor tends to be of no consequence. While 
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the absolute structural importance reflects the local 
robustness and is intended for perturbation analysis, the 
structural importance-in-large represents the global 
robustness and is more suitable for sensor failure 
analysis. 

3. Array reliability 
In the case of random sensors operational state, the 
effective array manifold vector OF(6,<J>) becomes a 
random variable with stochastic characteristics 
depending on each sensor's location within the array 
geometry and its statistical properties. These properties 
determine the sensor reliability, which can be defined 
as the probability that the sensor's operational state is 
within the range required for the satisfactory operation 
of the array system with respect to a chosen performance 
criterion. In the special case, when the sensors 
operational states are assumed independent binary 
variables, the sensors reliability [3] is independent of the 
chosen performance criterion and is given by 

■ Jfc = Pr{F« = 1} = £{#},» = 1,2, ....tf     (6) 

Given the sensors reliability, the expectation of the 
structure function can provide a stochastic measure of 
the array performance effectiveness, the so-called 
performance effectiveness index (PEI), defined as: 

PEIp, = £{$pc(F)} (7) 

and taking values in [0,1], with 1 corresponding to ideal 
operation and 0 to complete system failure. 

In the presence of failure, the objective must be to 
ensure that the array provides a minimal performance 
level $thr or in other words, it remains operational 
according to the particular application requirements. 
The array reliability R^ with respect to a chosen 
performance criterion and given a prespecified required 
performance level is defined as the probability that this 
performance level will be reached or exceeded, i.e. 

Rpc = PrfSy > $tAr} (8) 

The array reliability is a decreasing function of $thr and 
equals  1  when &thT — 0, whereas it tends to 0 for 
$thr = 1- 

In order to develop a measure which quantifies the 
combined effect of both array geometry and sensors 
reliability on the array reliability, the reliability 
importance of sensor i is introduced as 

lRpc,i — 
dRpc(R) 

dRi 
(9) 

Under the assumption of independent random binary 
sensors operational states, the array reliability is an 

increasing function of sensors reliability 12, [3] and it 
can be deduced that: 

IRfC,i = Rpc(E\Fi = 1) - Rpc(B\Fi = 0)   (10) 

Thus, the reliability importance of the i-th sensor is 
independent of its reliability and depends on the array 
geometry and the reliability of the other sensors. 

4. Comparison of robustness and reliability of a 
number of array geometries 
In the previous sections, the framework of how to 
quantitatively assess the array robustness and reliability 
and to evaluate the impact of each sensor has been 
described. Consider, for instance, the scenario of two 
equi-powered uncorrelated signals impinging from 
azimuth directions 9± 2.5°, on the array geometries 
depicted in Figure 1 and let the estimation accuracy, as 
determined by the inverse of the Cramer-Rao lower 
bound [2][4], be the performance criterion of interest. 

A    linear 

1        2        3   '[   4        5        6 

circular + 
3 + 

—_•_+. 4 ■+-—> 

+ 
5 

Figure 1: Array geometries 

1 + 

3 + 

Four criteria are proposed aiming at exemplifying the 
utilisation of the measures presented as figures of merit 
for the comparison of array geometries in terms of 
robustness/reliability. 

linear circular L 

Figure 2: Sensors accuracy structural importance 
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CRITERION 1: Sensors structural importance 
In Figure 2 the linear, circular and L-shaped arrays are 
compared in terms of accuracy structural importance 
averaged over azimuth. As it was expected, all the 
sensors of the circular array have the same average 
structural importance due to the circular symmetry 
(sensitivity is uniformly distributed along the array), 
whereas for the linear and L-shaped arrays, sensors 1 
and 6 are the most important. It is interesting to observe 
that the linear array is almost perfectly robust to failure 
of sensors 2 and 5. 

CRITERION 2: Minimum robustness 
Although the performance structural importance 
averaged over all azimuths provides a measure of the 
way in which robustness is distributed along the array 
geometry, it eliminates the information concerning the 
cases of very low robustness along some particular 
DO As. In order to depict this 'worst case scenario' and 
assuming one malfunctioning sensor only, the notion of 
minimum robustness, i.e. maximum sensitivity over all 
sensors can be expressed along the azimuth DOAs. 
When large sensor response deviations are assumed in 
the analysis, the sensitivity-in-large is employed. Thus, 

5^MX = max{5^(£„A£)} (U) 
i 

In a sensor failure analysis AFi = — 1 and 1 — 5^.iIiax 

denotes the minimum array robustness in the presence of 
one failed sensor. In Figure 3 the minimum accuracy 
robustness of the arrays depicted in Figure 1 is 
illustrated along with the 'most important' sensors. 

l 

0.9 

60  80  100 120 140 160 180 
azimuth (degrees) 

Figure 3: Minimum robustness-in-large 

Observe that for the linear array the sensors at the ends 
are the most important along the whole azimuth range. 
For the circular array, the maximum sensitivity is 
periodical with period equal to 60° and the geometrical 
relation    between    the    azimuth    DOA    and    the 

corresponding most important sensors is preserved 
within each period. For the L-shaped array, the 
minimum robustness in [0°,45°] and [45°, 90°], 
[90°, 135°] and [135°, 180°], as well as the 
corresponding most important sensors are mirror images 
of each other with respect to 45° and 135° respectively. 
In absolute terms the L-shaped array is the less robust, 
with worst case robustness 20%. The circular array is 
the most robust to sensor failure, with minimum 
robustness 50%. 

When 'small' perturbations of sensors response are 
assumed, the absolute sensitivity must be employed, 

'pc.max max{SpC]i(£))} 
i 

(12) 

which is a measure of the induced performance 
degradation to a first order approximation. In Figure 4 
the maximum absolute accuracy sensitivity is depicted 
for the linear, circular and L-shaped arrays. Similar 
conclusions to the ones made for Figure 3 can be drawn 
regarding the arrays relative robustness, taking into 
account the inverse relation between robustness and 
sensitivity. Nevertheless, the variation with azimuth and 
the corresponding 'most important' sensors may be 
different, e.g. for the L-shaped, reflecting the fact that 
absolute sensitivity is related to sensitivity-in-large 
through differentiation. 

20  40  60  80  100  120  140  160  180 

azimuth (degrees) 

Figure 4: Maximum absolute sensitivity 

CRITERION 3: Performance Effectiveness 
Assume that the linear, circular and L-shaped arrays 
consist of equi-reliable sensors with reliability equal to 
0.9. Their accuracy effectiveness indices are compared 
in Figure 5. The circular array is the most 'effective'. 
The effectiveness of all three arrays varies with azimuth 
according to the involved geometrical symmetry. In 
Figure 6 the accuracy effectiveness indices of the three 
arrays are compared for sensors reliabilities equal to 
[0.95, 0.85, 0.9, 0.9, 0.85, 0.95]r.   In  this   way,   the 
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reliability is 'distributed' along the linear and L-shaped 
arrays according to the sensors structural importance 
relative order, as depicted in Figure 2. This combination 
of reliabilities results in change of order in terms of 
effectiveness (now the linear array is the most effective), 
increased effectiveness of all the arrays and different 
variation with azimuth. That is to say that the sensors 
reliability 'distribution' along the array geometries 
determines their relative merits in terms of effectiveness. 

g   0.85 

100     120     140     160     180 

azimuth (degrees) 

Figure   5:   Accuracy   effectiveness   index   (sensors 
reliabilities = 0.9) 

60       80      100     120     140     160     180 

azimuth (degrees) 

Figure 6: Accuracy effectiveness index (sensors 
reliabilities = [0.95, 0.85, 0.9, 0.9, 0.85, 0.95]T) 

CRITERION 4: Sensors reliability importance 
The reliability importance of the sensors is a measure -to 
a first order approximation- of the impact of a change in 
the sensor reliability on the array system reliability. In 
Figure 7 the linear, circular and L-shaped arrays are 
compared in terms of accuracy reliability importance 
averaged over all azimuth directions. The arrays are 
assumed to be consisted of equi-reliable sensors with 
reliability equal to 0.9 and the required performance 

level is 0.6. Notice for example that sensors 2 and 5 of 
the linear array do not at all affect the reliability 
sensitivity, which is determined almost exclusively by 
sensors 1 and 6. This is the case for sensors 1 and 6 of 
the L-shaped array, whereas the order of importance of 
sensors 2,5 and 3,4 is reversed compared to their 
structural importance depicted in Figure 2. 

linear circular L 

Figure 7: Accuracy reliability importance (4>t/,r = 0.6) 

5 Conclusions 
In this paper, novel measures have been introduced for 
the array robustness and reliability assessment in the 
presence of sensor failure and the evaluation of each 
sensor's importance. Using these measures as criteria, a 
number of array geometries were compared. The 
knowledge of sensors' importance was shown to reveal 
the 'distribution' of robustness and reliability along the 
array geometry and therefore it is a useful tool for the 
design of arrays satisfying certain performance 
sensitivity and reliability constraints. 
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INTRODUCTION 

Imaging of reflecting objects by locators with phase array, super-scanning during both 
the emission of probing pulses and reception of reflected signals, rejects the principal feature of 
traditional pulsed locating systems, which is the necessity to wait for the arrival of a reflected 
signal. Like a circus juggler, the antenna hurls a long pulse over the whole surveyed space and 
then rapidly comes back to the initial position to start the next scanning period according to the 
same or another scanning law. The reception of reflected signals is possible only from certain 
(known beforehand) visibility layers (VLs), similar to the tomograph's cuts, separated by "dead" 
zones. When proposed in the 50s1,2, this method was outright discarded on the assumption that 
energy and the information would be lost in these dead zones. In this connection, the author has 
carried out theoretical studies and established that, on the contrary, the new technique ensured a 
substantial gain in energy and information as compared to traditional radar systems3' 4. It was 
shown that the "super-scanning" (SS) locator could be adaptive and provide optimum distribution 
of energy in the surveyed space as well as super-resolution of observable objects (at distances 
smaller, than required by the Rayleigh criterion). An ultrasonic version of the SS locator was 
built, performing beam scanning in an-echoic chamber at a frequency of 115 KHz (i.e., in the 
range of dolphin and bat locators). The experiments totally confirmed the theoretical conclusions. 
A known hypothesis about super scanning mechanism in dolphin locators5 is also mentioned. The 
obtained results are briefly presented in this report. They are described in detail in the first three 
chapters of the book4 and partly in the SPIE's Conferenses6'8. 

SUPERSCANNING PHASE-ARRAY OPERATION 
The equation of the dynamic beam pattern of an SS phase-array is described by the expression 

D/2 

g(M) = J   A(x) exp {/ [kx sin 0 - vj/(x, /) ] } dx (1) 
D/2 

\j/(x, t) is the phase distribution in the antenna aperture D, 8 is the angle between the direction of 
signal reception (radiation) and the normal to the antenna aperture, A(x) is the field amplitude 
distribution, k = 2 n/X, and X is the wavelength. In the simplest case, when A (x) = const and 
y (x, t) = b(t) x, where b(t) is the tangent of the angle of phase distribution along the antenna 
aperture. In this case the dynamic beam pattern g (0, t) =(sin U)/U, where U = (kD/2) (sin 0 - b/k). 
The directivity maximum is determined by the equation sin 0max = b/k and varies with b. Fig 1 
demonstrates the operation of the locator for the simplest saw-toothed scanning law over the 
sector 0. The antenna emits pulses of the duration x and repetition period T. During scanning the 
beam crosses direction R, 0 during the time interval t0 < t< t0 + x0, where t0 is the initial moment 
of transmission and x0 = T 0O/ © is the time taken by the beam to turn through its width 0O. In the 
course of scanning, the initial transmission's time t0 vary with the angle according to the scanning 
law. The emitted energy occupies in space a moving section A of the Archimedes spiral having 
the thickness cx0 and depth ex. The energy reflected from a point object comes back to antenna in 
the form of part of spherical layer B, at the time / = t0 + 2Rlc. Reflected signal may be received if 
the antenna beam is directed at the same angle as at the initial moment of signal transmission. 
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Therefore, the reflected signals are received from the discrete VLs separated by the dead zones. The depth 
of VLs - SR, the repetition period - AR, and the inclined VLs depth - 8R, (caused by the reverse beam 
motion) are equal to 

<5R = (cr/2)(0o/0); AÄ = c(t + tr) / 2;  8Är = (cTr/2)(eo/0), 

B w**, 
Fig.l. SS locator operation: (a) saw tooth scanning law; (b) emitted pulses; (c) spatial shape of emitted (A) and 
reflected (B) energy; (d) positions of VLs; (e) surveying net T- recurrent period, T -pulse duration, td - delay 
time; R, 9 - object coordinates, 8, - antenna's beam width, © - observation sector. 

The emitted energy occupies in space a confined section in the form of Archimedes spiral (Fig. lc) having 
the thickness cx0 = ex (6.J®). The energy reflected from an object comes back in the shape of spherical 
layer B. It can be totally received only when antenna beam is directed at the same angle as at the initial 
moment of signal transmission. The reflecting signals are received from certain visibility layers (VL) (Fig. 
Id) with the depth SR = CTQ/2 and repetition period AR = c (T + Tr)/2, where Tr is the reverse travel time of 
the beam forming the inclined visibility layers. By using additional antenna beams with shifted delay times 
and different antenna scanning laws, a surveying net can be formed in space (see Fig. 1 e). 
The SS Phase-Array is a parametric converter changing the form and duration of emitted and receiving 
pulses. Their form acquires that of the beam pattern for 0 /.Q « 1. The form and duration of receiving 
pulses depend on the object's velocity crossing a VL and on the relationship between the object dimension 
L, the VL width SR, and their repetition period AR. For a point object crossing VLs the receiver records 
pulse trains. The train duration t+, the number of pulses in the train n, and interval between the trains t 
(crossing neighboring VLs) are accordingly equal to 

U = 5R/Vr = CT0/2Vr:; t- = (AR-8R)/Vr; n=t/2 VrT 
The repetition period (survey period) T0 and the average number of pulses, <n> are 

(3) 

T0=t+ + t- =(Cx0/2Vr)(6/©); <n> = n/T0) = const (4) 
The Eqs (3) and (4) show: the pulse's numbers in the train and survey period depend on the velocity of the 
object. Hence, the increase in the object velocity results in higher data acquisition rates with the average 
number of received pulses being const. 

When extended objects having dimension L, are observed, the duration of pulse train increases by 
Lr / Vr for the same survey time T0. When the object's dimension exceeds that of dead zones, the object 
have to be seen continuously as a moving "striped" image (tomogram) 
To verify the theoretical conclusions, a working ultrasound prototype version of the locator with phased 
super-scanning array, has been constructed. Figure 2 a, b shows two positions of an aircraft model crossing 
the visibility layers of the locator. Figure 2 c, d illustrates how the part of an object's image can be 
separated. 

H ^B*3^P*^Z* **_3 H B 
a b c d 

Fig 2. Two positions of a moving object crossing several VLs: for the same scanning direction (a,b); 
for the opposite scanning directions at radiation and receiving (c,d). 
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Such images are the same in the near and the far zones. Only the width of VLs can decrease with 
distance dependent of the admissible SNR 

EFFECT OF SUPER_RESOLUTION 
If objects dimensions are smaller than VL's depth, the objects still can be resolved even when 
distance between them is less then required by the Rayleigh criterion. Fig 3 a, b, c demonstrate 
such possibilities received by changing VL's direction during observation. 

55  RES««*« 
SSMS8S5P'r -£^H 

Fig.3. Signals from three objects (with sizes smaller than the width of VLs) at the equal distances 
from the locator disposed: a) The distance between the objects correspond to Rayleigh criterion; 
b) 3 time lesser then the Rayleigh criterion; (c) the same distance but opposite directions of beam 

scanning: effect of "super-resolution" - excretion of the middle object 

OPTIMAL ENERGY DISTRIBUTION 
Since the position of the surveying net is known beforehand, the coordinates of objects 

crossing the net are also known. This circumstance opens many new opportunities in location. 
Specifically, the emitted energy can be optimally distributed within the surveyed space. Fig. 4 
illustrates the example of calculation the locator with constant-altitude space surveying mode for 
the distance R max= 300 km, the angular observation sector © = 60°, the limiting inclination angle 
9S= 8°, the angular beam width 1°, and the wavelength 10 cm. 
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Fig.4 The example of the energetically optimal SS locator: (a) area of observation; (b) a synthesized 
pulse of the transmitter 

It follows from this figure that only the fraction of the pulse, corresponding to the surveying 
region, with maximum range, should provide the maximum energy. The whole constant altitude's 
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surveying region is ensured by the (fragging rear front of the emitted pulse. When intensive 
interference is on at maximum range, it is sufficient to send a powerful short pulse in the 
interference direction (the calculation has been made for the interference energy with equivalent 
temperature 100 KT). The total emission power Pu will change insignificantly in this case. 

AN EXAMPLE OF REAL SUPER SCANNING PHASE ARRAY ANTENNA 

m**m   MM /Ay «%; 

a b 
Fig 5 a, b show the photo and the design of the SS phased-arrav antenna for X = 10 cm with the 
scanning sector ± 7° at period 8 us. It consisted the parabolic reflector and scanner - the fiat horn 
with the set of gas-discharge phase-rotators. The ground locator with frequency scanning SS antenna 
for X = 10 cm with the scanning sector ± 5°, with period 10ns, also was created 

CONCLUTIONS 
The locator (tomograph) with Super-Scanning Phase-Array Antenna has the following basic 
unique possibilities: 
Optimal energy distribution and resolving power in the surveyed space redistribution; 
Reception of contour object's images in the far (Fraunhofer) zone with the linear resolution 
independent of distance; 
Super-resolution the objects in a group within VLs due to intentional increase of interval between 
reflected signals; 
Increase the potential of the locator due to redistribution of the energy in survey zone; 
It is shown that the Locator with SS Phase array antenna can be adaptive i.e. the maximum ratio 
of information to spending energy from survey area, can provide. 
This possibility can decreases vastly the total energy radiated in the Atmosphere, in comparison 
with existing Radars and Lidars, i.e. decreases the warming of the Atmosphere. 

REFERENCES 
1. V.M.Ginzburg and K.A.Petrov, «A technique to survey space by a radar», Certificate of 

Authorship No.596061, USSR, ( September 15,1950 ), declassifyed at Bull. No.32,1982. 
2. V.M. Ginzburg, «Radars antenna arrangement», Certificate of Authorship No.596062 (April 

23,1958), declassifyed at Bull. No.32,1982. 
3. V.M.Ginzburg, «3D image formation by transformation time signals into spatial structures», 

Opt. Communicattions, 42 (5) pp. 298-300,1982. 
4. V.M.Ginzburg, Real time image formation and processing. Fast scanning methods, Radio I 

Sviaz, Moscow, 1986 (in Russian) 
5. V.M.Belkovich and A.E.Reznicov, Nature, No.l 1,1971 (in Russian) 
6. Vera M. Ginzburg, "Real-time imaging and recognition of moving objects by pulsed "super- 

scanning" locator (tomograph)" Proc. SPIE: 3068 38,1997; 
7. ,Imaging of the static and dynamic objects by pulsed super-scanning locator (tomograph) 

with resolution higher than by the Rayleigh criterion" Proc. SPIE: 3370-01,1998; 
8. Vera Ginzburg "Superscaning locator and its possibilities, SPZE Proc.3749-181,1999. 

184 



Phase Optimized Beam Design for Direction Sensing Aboard 
Communication Satellitesf 

Gregory M. Kautz 
General Electric - Corporate Research & Development 

kautz@crd.ge.com 

Abstract 

Accurate estimation of directions to terrestrial reference sites is a key component for stabilized pointing of 
customer beams aboard communication satellites. Direction estimation is enabled through the formation of 
beams on the payload phased arrays. To minimize downtime of channels otherwise used to provide 
service, phase-optimized beamforming strategies are considered for both coherent and non-coherent 
methods of signal reception. Direction estimation accuracy is derived from Monte-Carlo simulation and 
used to assess the quality of the optimized beams relative to those commonly employed in conventional 
monopulse and sequential lobing. 

1. Introduction 

The application of phased array technology to communication satellites provides extensive flexibility over 
conventional reflector antenna designs. A phased array is easily programmed to efficiently tailor the 
beam pattern to the arbitrary distribution of customer sites. New or changing customer profiles over the 
mission lifetime or during the course of a day are accommodated. Also, the benefit of frequency re-use is 
enabled for customers with displaced service zones. Phased array technology also poses unique 
challenges. First, there is a need for a high-performance calibration scheme to properly characterize the 
array elements. Second, the solid state power amplifiers existing at each active element typically operate 
inefficiently relative to a conventional system. Recently, a calibration method capable of accurately 
measuring the RF characteristics of the array was proposedfl]. To compensate for the reduced component 
conversion efficiencies, large arrays with high gain are implemented. For systems offering point-to-point 
service, the high-gain beams have smaller footprints, requiring a higher degree of pointing accuracy. 

More accurate pointing is achieved by augmenting the sensor suite with Star Trackers. The error signal of 
finer granularity drives onboard momentum wheels to physically stabilize the craft. The additional 
sensors add both weight and cost to the system, especially if there are multiple, gimbaled array structures. 
In an alternative approach'21, electrical compensation provides fine-pointing stability while the 
conventional physical attitude control operates in a comparitively coarse manner. Here, multiple 
terrestrial reference points are located relative to the array via conventional Radar Monopulse [3]. 
Measuring the apparent directions to two or more sites, the full 3D array attitude may be determined. 
While continually sensing the drift, customer beams are re-pointed to compensate for the orientation error. 

To determine the attitude, the satellite must sequentially generate a set of transmit or receive beams. This 
paper considers the generation of beam shapes that are "optimal" in the sense that the accuracy of the 
direction finding approach is maximized. Both coherent and non-coherent signal reception methods are 
considered with a goal minimizing the onboard hardware complexity and the down-time of channels 
otherwise used to handle customer traffic. As similar for the design of transmit beams for communication, 
a constant amplitude beamforming strategy over the aperture is adopted. This is desired to (1) maximize 
radiated power and (2) provide a common operating point for all amplifiers within the transmit array, as 
important when the amplifiers are operated in the non-linear regime to realize increased RF conversion 
efficiencies. 

f This work supported under contract through Lockheed Martin, Missiles & Space 
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2. Direction estimation - general form for coherent and non-coherent systems 

The key component process to electronic beam stabilization is the estimation of directions to two or more 
terrestrial references. Considered herein are coherent and non-coherent signal reception methods where 
the direction estimator formulations are based on minimizing the least-squared error. Let the applied 
NxNb constant-amplitude beamforming matrix be denoted as WBF so that the response of a unit- 

amplitude signal arriving direction (Tx,Ty) be written in vector form as g(Tx,Ty)= W£ &xp(j^f-[xTx + yrj. 

Here the T-space coordinates of the terrestrial reference location are Tx = cos 8AZ sin 6EL, T = sin 6AZ sin 0a; 

x and y are the Ne -element coordinates and A is the wavelength. Note that bold lowercase/uppercase 

variables represent vectors/matrices. The shorthand notation exp(;\|/) is intended to represent a vector of 

unit-amplitude elements where the k'th element is exp(jyrk) 

The assumed form of the baseband measurements for both coherent and non-coherent reception methods 
are included in Table I below. The form of the least-squares estimators is also given. J represents the 
number of beams in use, a, a and a are unknown amplitudes which are parasitic parameters in the 
estimation. The noise for the coherent system is modeled as Gaussian. For the non-coherent system, the 
noise is not Gaussian but may be reasonably modeled as such under sufficiently high SNR conditions. 

Coherent 
Reception 

Non-coherent 
Reception 

Table I: Moda 

Signal measurement model 

~8i(Tx,Ty)~ V 
i=a :' + 

_8j(Tx>Ty\ *J. 

z = a 

0 rij +1 

Estimator 
Vx'fyJ^a,)-- min eH£ 

a,Tx,Ty 

£ = ■ ta +ja, 

(f„f,,fl,ff)= 

6 = -a 

min e  e 
a.a.Tx.Ty 

\s\T„Ty\
2 

0 

of measurements and coherent/non-coherent direction estimators 

3. Phase-Only Beam Design for Direction Estimation 

In the conventional (coherent) monopulse method, three beams are employed: the sum, azimuthal 
difference, & elevation difference[3]. This set provides a high degree of accuracy at boresight and results 
in a simple implementation. However, such simplicity is not important in this application. As the 
difference beams possess a symmetric power pattern in one dimension, the set cannot be used in 
combination with a non-coherent reception method. Historically, reflector antennas which radiate a (spot) 
beam are adapted to direction estimation using the technique of sequential lobing[3]. Here, the antenna is 
gimbaled about a point in space in a tight oval pattern to provide samplings of the power pattern of 
effectively multiple spot beams. One could produce the equivalent effect here by phasing the beamformer 
to produce spot beams directed to a small set of points about the direction of the ground station. As the 
full flexibility of the phased array is available to us, one could ask what set of beams provides the best 
localization performance. Appropriate with the normal operational mode where constant-amplitude 
weighting across the transmit aperture is employed, only optimization of the phase profile is allowed. 
Preliminary results on this topic are provided in this section. 
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The beam design criteria is that of providing a set with a high composite sensitivity to signal position in 
the two T-space dimensions. This implies that the beam set should have a large gradient with respect to 
the Tx and Ty directions over the Region Of Interest (ROI). The physical stabilization system of a 

conventional geo-stationary system guarantees, to ~3CT confidence, that the pointing direction is within 
0.1 degrees of nominal. With assumed pointing uniformly distributed over this 0.1° disk, the optimization 
approach is to maximize the minimal derivative as described in Table H 

Optimization strategy Coherent system Non-coherent system 

* = T mJ? {G?(TX.T,)GX(TX,T,), 

G"y{Tx,Ty)Gy(Tx,Ty)} 

dTx 

G  —4- y    dfy 

SiVx'Ty) 

Jj{fJy[ 

ßj\Tx,Ty) 

fy=Ty 

fr*, 
fy=Ty 

Gx=± 
dTx 

Gy=± 
y    dTy 

Mw)2 

\sj(^Ty]
2 

fy=Ty 

'y 'y 

Table II: Beam optimization strategy 

Practical broadband, point-to-point communication using a geostationary satellite may require phased 
arrays of at least dimension 40x40 elements (2.5 X spacing). In order to gain general insight into optimal 
beam design, a small array of size 4x4 was considered. The region of interest was appropriately scaled by 
a factor of ten (disk of -1° radius). Using the optimization procedure outlined in Table II, the optimal 
beam shapes were derived. Figure la)-c) show the shapes of the optimal three beams for the non-coherent 
reception method. Figure 2 shows the "best" beam shape for the three-beam, coherent method. The 
magnitude pattern applies to all three beams. 

A simulation was conducted to assess the performance using the optimal beams relative to conventional 
shapes. For all cases, the total process time was constant, divided evenly amongst the J beam dwells. A 
signaling scheme representative of wideband digital communication was employed, with components 
representative of the RF/IF path modeled. A detailed discussion of the system and signal model are 
beyond the scope of this paper. The results of a Monte-Carlo simulation are shown in Figure 3, with 
salient observations included in Section 4 below. 

4. Conclusions 

The optimal beamforming strategy for non-coherent methods of reception consist of beam shapes very 
nearly that of spot beams. This is not surprising as the spot beam provides the highest localization of 
power. The beams are situated nearly at a constant radius from the nominal boresight. For the coherent 
reception case, conventional monopulse is approximately 20% from optimal in terms of the standard 
deviation in the location error. The optimal beam set features a common amplitude response with a null 
situated at the nominal boresight. Although the design provides maximal sensitivity, the estimation 
process is not robust. A robustness constraint is easily incorporated, taking the form of a minimal 
imposed gain of the composite beam set across the ROI. 
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1. Introduction 
Today's space industry is living a very exciting and promising phase of its history, due, to a large extent, to the 
enormous success of wireless cellular telephony and to the worldwide diffusion of Internet. 
The increasing complexity of satellite communication payloads, mainly characterized by the widespread adoption 
of phased array antennas, and the parallel growth of a strongly competitive, commercially oriented satellite market, 
caused a marked shift towards new technological and organizational paradigms, such as: 

• Concurrent Engineering; 
• Design for cost, producibility and testability; 
• Modular approach to design; 
• Large scale production techniques; 
• Short time-to-market. 

Phased array antennas require a wide range of state-of-the-art technologies and a large number of electronic 
equipment,   such   as   printed-circuit  radiators,   solid-state   amplifiers,   beam-forming  networks   (sometimes 
implemented with Digital Signal Processing techniques), power supply units and power distribution networks. 
A system engineering approach to the design and development of phased arrays is hence mandatory in order to 
achieve a synergic integration of all functions and to implement large-scale production and testing techniques. 
In the field of Satellite Personal Communication Networks (S-PCN's), the three main non-geostationary systems 
(Iridium, Globalstar, ICO), together with some regional GEO systems (e.g. AceS, Thuraya, EAST), triggered a 
substantial break-through in satellite active phased array techniques [1]. 
Major advancements were achieved in printed array technologies; receive and transmit RF modules miniaturization 
and performances; passive Butler matrices and beam-forming networks in multi-layer, printed-circuit technology; 
digital beam-forming and signal processing techniques; thermo-mechanical design and integration techniques. 
Moreover, the above mentioned regional GEO satellites will qualify in orbit unfurlable reflectors of up to 15 meter 
diameter. 
Further developments are likely to be required for the future provision of Third Generation (3G) mobile 
communications via satellite (S-UMTS), as a result of more stringent requirements in terms of link performances 
(G/T, EERP) and frequency reuse. 
Multimedia LEO constellations, working at Ka-band (Teledesic) and Ku-band (Skybridge), will also rely on the 
development of active multiple beam antennas in a direct-radiating array configuration. 

2. The Phased-Array Antenna as a System 
In satellite communications missions where a limited number of medium-gain shaped or spot beams have to be 
generated on earth, the antenna configuration is usually based on a parabolic reflector illuminated by an array of 
feeds; the feed array is located in the focal plane of the parabolic reflector geometry. 
Whenever multiple high-gain beams are required, such as in case of mobile communications satellites in MEO or 
LEO orbits, active phased array configurations have to be considered. In an active phased array the reflector and its 
feed array are most often replaced by a direct radiating array (DRA) of size comparable to that of the original 
parabolic aperture. The direct radiating array is usually composed of a number of individually-fed array radiators, 
or subarrays. A phased array is named "active" when each subarray is individually connected to the receive (Low- 
Noise Amplifiers, LNA's) or transmit (Power Amplifiers, PA's) modules [2]. 
It is also possible to envision an antenna configuration where a small active array is magnified by a double or single 
reflector optical system (Imaging Antennas). This second configuration allows, through the magnification effect 
provided by the reflector optics, a feed array smaller in size and lighter than that required for a DRA; it has to be 
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noted, however, that the number of controlled feeds (or subarrays)is substantially the same in the two 
configurations. 
It is worth mentioning, because of its widespread use in recent satellite missions (e.g. Inmarsat 3), a third class of 
active antennas, known as Semi-active Multi-matrix Reflector Antennas [3] [4]. The name "Semi-active" derives 
from their performance somehow "in between" DRA's and conventional Multi-beam Reflector Antennas. In a DRA 
all PA's (or LNA's) contribute to the formation of any single beam (unless heavy amplitude weighting is applied to 
form shaped beams); this implies that the overall RF power can be dynamically shared among the beams (Traffic 
Reconfigurability). On the opposite end, in conventional focussed reflector antennas each feed (and its 
corresponding power amplifier) is virtually associated to only one beam, hence traffic reconfigurability is 
impossible. In Semi-active Multi-matrix Reflector Antennas the number of PA's contributing to any beam is 
increased by slightly de-focussing the feed array and by using hybrid matrixes in a multi-port amplifier 
configuration. 
With the coming of age of active antennas, the traditional separation in a satellite communications payload between 
antennas and repeater is disappearing. Moreover, the performance of an active antenna system can not be separated 
into the contributions of its constituent components, as in conventional designs. A system engineering approach is 
hence deemed essential for the successful design and development of this type of antennas. 
It has to taken in due account that the antenna's architecture, implementation and performance ultimately 
determine the communications capacity and the spacecraft's physical characteristics, i.e. configuration, weight and 
size. Therefore, the active antenna configuration best suited to a specific satellite communications mission is to 
selected on the basis of trade-off analyses on many factors, such as EIRP, G/T, mass, power consumption, overall 
efficiency and, last but not least, production cost. 

3. Satellite Antenna Requirements 
Future satellite communications missions will realize the convergence of broadband (multimedia) applications with 
mobility (e.g. S-UMTS). 
Multiple Beam Antennas (MBA's) are required to cope with the gain, beam shaping and frequency reuse 
requirements of such missions. 
Multiple spot beam antennas can provide higher EIRP and G/T than those achievable by regional coverage shaped 
beam antennas because of their higher gain beams. 
Multiple spot beam antennas implement frequency re-use techniques in order to increase the over-all system 
throughput. These frequency re-use schemes typically utilize a portion of the available bandwidth per beam: one 
quarter or sometimes as much as one third (4:1 and 3:1 frequency re-use schemes). The same spectrum can be re- 
used multiple times over the multiple beam coverage area. In practice, frequency re-use is limited by the achievable 
beam to beam isolation and interference rejection. 
As far as mobile satellite communications are concerned, The EIRP from handsets is limited because of radio 
frequency power density limitations by International Telecommunications Union (ITU) Radio Regulations. Health 
and safety standards also constraint power. 
The return link margin (from the handset to the satellite) is the most critical for reliable communications. As the 
receiver noise figure is limited by device technology, satellite antenna receive gain is one of the most important 
parameters in system design. 
The forward link is less critical since satellite EIRP is usually only restricted by power flux density (pfd) limitations 
in the ITU radio Regulations. These limits depend on the elevation angle. Since acceptable pfd levels are reduced at 
low elevation angles, the peripheral beams in a satellite antenna multiple-beam coverage are then more likely to 
exceed the specified pfd values and should hence roll off rapidly. 
Antenna systems for MEO and LEO satellite constellations require quite demanding scanning capabilities, being 
the Field of View (F.O.V.) up to +/- 60 degrees. In these applications Direct Radiating Arrays (DRA's) are 
preferred to reflector MBA configurations, as they provide better off-boresight performance (lower scan loss) and 
consequently lower mass (smaller apertures and fewer controlled elements are required). 

4. Phased Array Antenna Components 
A phased array antenna is a complex assembly constituted of many active and passive components [5]. 
The widespread development of active phased arrays in the recent years largely depends upon the use of highly 
efficient and uniform monolithic microwave integrated circuit (MMIC) amplifiers. Novel packaging and 
interconnection techniques allow MMIC amplifiers to be directly coupled to the radiating elements, thus 
substantially reducing signal losses and resulting in very high G/T's or EIRP's. 
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The dominant component, the true "hearth" of all phased array antennas is the Beam Forming Network (BFN) [6]. 
A "passive" BFN generates a time invariant set of spot beams of different shapes; in one such network amplitude 
and phase coefficients are fixed at time of design. An "active BFN allows on-orbit control of amplitude and/or 
phase excitation coefficients; this type of network, generating M beams and interfacing N radiating feeds, will need 
M x N control elements (variable phase shifters and variable attenuators, most often in MMIC technology). 
As far as passive BFN's are concerned, the state-of-the-art technology is that of multi-layer caseless microwave 
circuit design with inter-layer connections. The three dimensional nature of the multi-layer approach allows 
flexibility in packaging topography as well as input/output port location. Utilizing a lamination process in 
autoclaves under high pressure and high temperature conditions, the multi-layer stack of "soft" material substrates 
is fused into a solid, high integrity assembly. 
Some Beam Forming Networks (BFN's) for DRA's are based on a two-tier configuration: an upper tier Beam 
Forming Matrix (BFM), based on a two-dimensional Butler matrix, and a lower tier Beam Combining Network 
(BCN), as a multiple layer stripline circuit, combining a number (typically seven) of orthogonal beams (beamlets) 
to form a shaped "composite" beam ("beam synthesis" technique). 

5. Mechanical and Thermal Design Aspects 
The thermal design of active phased array antennas to be flown on LEO or MEO satellites has to cope with the fact 
that for three quarter of the time DC power consumption and associated thermal dissipation are usually small over 
the oceans, to rapidly rise to very high levels over land areas, especially if densely populated. In order to avoid the 
sizing of the thermal radiating panels for the periods of peak traffic, the adoption of heat sinks with high thermal 
capacity and of integral heat pipes to drain the generated heat towards the radiating panels is advisable. 
As far as mechanical design is concerned, ease of assembly is achieved through the adoption of self-indexing and 
self-aligning techniques at modules level and the use of commercially available precision blind-mate connectors 
and adapters (e.g. the GPO ™ type). 

6. Digital Beam-Forming Techniques 
The adoption of digital signal processing architectures strongly suggests multiple beam antennas based on Digital 
Beam Forming (DBF) techniques. Such techniques allow the implementation of phased-array antennas (both in a 
Direct Radiating Array or in an Array-Fed Reflector configuration) with full control of their potential capabilities, 
i.e. beam steering and shaping, interference rejection, nulling, etc.. 
Given the requirement for increased beam gain, deriving from the higher data rates being handled, the combination 
of digital beam-forming and digital signal processing, already adopted in the ICO MEO satellites and in regional 
GEO satellites of Second Generation (such as Garuda, Thuraya and EAST), might result as on optimal choice for S- 
UMTS satellites in similar orbits, although at the expense of additional on-board mass, power consumption and 
complexity. 

7. Assembly, Integration and Test of Phased Array Antennas 
The testing of active antennas and of communication payloads integrating active antennas involve a series of 
technical problems, both for the wide variety of technologies adopted at component level and for the large number 
of parts being integrated. 
Passive antennas are usually verified in terms of their radiated characteristics, such as radiation patterns and 
directive gain, and do not require the test of such parameters as EIRP, G/T, Gain and Group Delay variations vs. 
frequency, since these parameters are more meaningfully assessed at overall payload level. 
On the contrary, active antennas integrate active components (SSPA's, LNA's) and narrow band components 
(filters), which heavily affect the end-to-end performance of the payload. 
A typical Assembly, Integration and Test (AIT) flow applicable to flight model active antennas is that adopted at 
Alenia Aerospazio for the production of the Globalstar L and S-band active phased array antennas [7]. After 
integration of all components except for the radiating array, the partially integrated active antenna is hard-line 
tested (S-parameters) to check the correct integration of the Beam-Forming Network (BFN) and the active modules. 
In the Hard-Line test stations, robotic arms are used in conjunction with radiofrequency test systems, with high 
performance in terms of test velocity and repeatability. 
The active antenna is then completed with the installation of the radiating array and environmentally tested (thermal 
cycling and vibrations). 
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The final steps are the pattern verification in the Near-Field range and the telecommunication performance 
verification in the Far-Field range. 
At integrated spacecraft level, the end-to-end performance testing of cornmunication payloads integrating active 
antennas requires the realization of a radiated interface. 
One possible implementation of such interface, particularly suitable to the high-rate check-out of communication 
payloads, is that constituted of a small anechoic chamber and of a number of probes sampling the near-field of the 
active antennas. 

8. Large Scale Production of Phased Array Antennas 
In a competitive global environment the space industry is currently transitioning from a not yet forgotten past when 
it was funded mostly by public institutions (national space agencies,  international organizations, departments of 
defense, etc.) to a very near future when funds will have to be raised entirely from private shareholders. 
Commercial investors participating in satellite ventures will require high internal rates of return (IRR's) to 
compensate for the high risks and long development times often associated with many space projects. 
Competitive products need to be on the market at the right time and with the right price. To this objective, 
reductions in development and deployment times are a must. 
The realization of satellite constellations for mobile or multimedia communications asks for large number of 
spacecraft's to be produced in a very short time. The traditional concepts for space production are no longer 
adequate to meet the requirements of these innovative projects, hence new approaches to design and to production 
are needed. 
In Europe a good example of this evolving mentality is the Small Satellites Center, the production plant developed 
by Alenia Aerospazio in the frame of the Globalstar project. 
Located in Rome near other Alenia Aerospazio production sites for easy access to consolidated expertise in specific 
related disciplines, this plant of new conception, expressly conceived for the large scale production of spacecraft's 
and payload subsystems, covers an area of 6,000 square meter and includes a 4,000 square meter clean room (class 
100,000), maintained at controlled environmental conditions. 
The approach selected for the assembly, integration and testing (AIT) of small spacecraft's and of active phased 
array antennas is based on the concept of «islands», i.e. working areas where a series of homogeneous activities is 
performed. 
The Small Satellites Center is equipped with a complete set of electrical and environmental test equipment able to 
check spacecraft and payload behavior in their real operative conditions. More specifically, for the radiated testing 
of the active phased array antennas, completely automated Near-field and Far-field test ranges were realized. 
Most of the test equipment is in fact automated and connected to a Data Management System (DMS) to collect 
and analyze test results. 
Some of the most innovative management and quality control methodologies, such as Concurrent Engineering, 
Total Quality Management (TQM) and Statistical Process Control (SPC), were successfully applied, building into 
the organization a culture of quality awareness, continuous improvement and constant learning. 

9. Conclusions 
A synthetic overview of the most fascinating topic of phased array antennas for satellite communications was 
presented. 
A  system engineering approach to the design and development of phased array was shown essential in order to 
achieve an effective and synergic design and to implement large-scale production techniques. 
It is an author's firm opinion that a broadband technical background and an open, "laterally thinking" mentality are 
key factors for the successful design, development and production of active phased arrays. 
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Abstract: 

This paper discusses the use of active phased arrays 
for communications satellite systems that require 
simultaneous multiple beams. The design of the 
complete phased array aims at satisfying the system 
requirements. The emphasis in the paper is on the 
evolution of the MMIC-driven highly modular 
technologies at Ku-, C- and X-bands. The paper 
reviews the designs of the different arrays in the 
development programs. 

Introduction: 

The design of the satellite antennas depends on the 
beam definition, which in turn is a function of the 
system capacity and projected traffic patterns. 
Several systems require a large number of fixed 
narrow spot beams to cover the service area. A single 
reflector with a large number of feeds may provide 
such coverage. However, if the scanning loss is 
excessive due to the large number of beams scanned 
in one direction, multiple reflectors may be required. 
Alternatively, single or multiple phased arrays may be 
used. The phased array may have lower scan loss and 
a single phased array can handle a large number of 
beams. The phased array solution also offers higher 
reliability due to the use of the beam former versus 
the switching arrangement in a focal-region-fed 
reflector antenna. For a small number of beams at a 
time, a microwave beam former represents a simple 
and attractive solution, while if the number of beams 
is large a digital beam former is a more viable 
alternative. In many applications the choice between 
the microwave and the digital beam formers becomes 
a payload system issue. 

Active phased arrays can also meet high flexibility 
requirements which are becoming the feature of 
future communications satellites. Among the 
flexibility requirements are the ability to form 
multiple beams, provide power-sharing among beams 
through distributed amplification, and rapidly 
reconfigure and/or repoint the beams. The 
requirements also include high reliability and the 
ability to readjust the feed or array coefficients to 
compensate    for    component    failures. The 
conventional drawbacks of active antennas pertaining 

to mass, nonuniformity of performance of a large 
number of elements, and reliability have been largely 
overcome by the advances in monolithic microwave 
integrated circuits (MMICs), printed-circuit antennas 
and digital beam forming networks. The MMCs 
allow the beam-forming network, which may include 
signal conditioning circuitry such as MMIC ^rlase 
shifters and attenuators, to be incorporated it» a 
lightweight transmission medium. The resulting 
antenna configurations have the potential for 
dramatic reductions in mass while providing 
increased efficiency, flexibility, and capacity. Similar 
features apply also to digital beam formers. 

COMSAT Laboratories initiated an evolutionary 
research and development program to assess the 
feasibility of implementing MMIC-driven active 
phased-array antennas on future high-capacity 
communications satellites. A number of advaficed 
concepts employing active phased arrays have been 
investigated. Among the first arrays developed 
during this effort is a Ku-band array using 64 
elements to produce a single reconfigurable shaped 
beam. A second array, also at Ku-band, uses higher 
power SSPAs feeding 24 elements to produce four 
simultaneous and independently steerable spot Beams 
[1]. A third array in this effort is a 69-element high- 
power C-band array, designed to produce eight 
simultaneous and independently shaped and steifäble 
beams [1]. A fourth 8-element array was designed at 
X-band and built as a proof of concept for a four- 
beam array providing spot coverages over the earth 
disc [2]. The Ku-band arrays use dual-linearly 
polarized square horns as the radiating elements, 
while the C- and X-band arrays use circular 
polarizations produced by printed circuit radiators 
and scalar ring horns, respectively. Three of the four 
arrays are described in the following sections. 

Ku-Band Multiple-Beam Active Phased Array! 

A Ku-band array consists of 24 active radiating 
elements, each equipped with orthomode transducers 
OMTs for dual-linear polarization [1]. This array 
represents only a portion of the actual array that 
would be required to achieve typical INTELSAT zone 
coverages. Figure 1 shows the complete array 
assembly. In some implementations, the array will be 
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required to form a number of simultaneous and 
independent beams. Thus, a beam-forming matrix 
(BFM) is used to satisfy this requirement. Directly 
behind each element is a 2-W SSPA. The SSPAs are 
located in separate housings which are mechanically 
cooled by a liquid cooling loop that simulates the use 
of heat pipes for space application. The output of the 
amplifiers are probe coupled to the input of the 
OMTs. The inputs to the amplifiers are connected to 
the respective outputs of the BFM, which is capable 
of forming four simultaneous beams. Each beam is 
independently steerable through the use of digital 
phase shifters located in the BFM. The logic circuitry 
necessary to drive and store the respective states of 
the phase shifters is also located within the BFM. The 

also contains the phase-shifter driver and level-shifter 
electronics which is mounted on multilayer alumina 
boards. The ground plane in the middle serves as an 
RF and DC ground and also provides isolation 
between input and output planes. 

SSPA and BFM designs both make extensive use of 
MMICs. The signal path from the output of the BFM 
to the input of the amplifiers is provided by phase- 
matched RF cables. 

Figure 1. Ku-Band Active Phased Array 

The BFM consists of four l-to-24 way power dividers 
and 24 four-way power combiners. Each 
transmission path in the BFM consists of an MMIC 
5-bit phase-shifter module, input and output 
distribution networks. A total of 96 MMIC phase- 
shifter modules are located in the BFM housing. 

A modular architecture was selected for 
implementation of the MMIC-populated BFM in the 
form of 4-input, 8-output shelves, corresponding to 
the four beams and eight elements, respectively. The 
three shelves are identical in assembly and 
performance. Each shelf shown in Figure 2 contains 
four l-to-8 way dividers, eight 4-to-l way combiners, 
thirty-two MMIC phase-shifter modules and 
associated control electronics. Four l-to-3 way 
dividers distribute the signals for each beam to the 
three shelves. The input plane of the BFM shelf 
contains four eight-way Wilkinson dividers and 
MMIC phase shifter modules. The MMIC phase- 
shifters are assembled on separate carriers for 
individual testing. The output plane of the BFM shelf 

.. ..A    .■     '.     * 

Figure 2.4 X 8 Shelf in Ku-Band BFM 

This design approach for the BFM provides several 
advantages including modularity, reproducible 
assembly and performance. Broadband Wilkinson 
dividers and combiners provide inherently good 
amplitude and phase balance between the paths. 
Furthermore, path-to-path insertion loss variations 
can be minimized by the appropriate selection of 
MMIC phase shifter modules so mat low loss phase 
shifters are matched with high loss paths, and vice 
versa. 

The power amplifier design combines MMIC and 
quasi-monolithic technology to achieve optimum DC- 
to-RF conversion and linearity, while simultaneously 
meeting output power and size requirements. The 
amplifiers are designed to be integrated directly in 
back of the array to minimize total output losses. 

C-Band Multiple-Beam Active Phased Array: 

The linearly polarized Ku-band array described above 
demonstrated the concept of active phased arrays for 
communications satellites. It used large pyramidal 
horns as the radiating elements. One of the most 
desirable features which has to be achieved is light 
weight. Because the size of the array can be large, 
especially at lower frequencies, the need for compact, 
lightweight radiating elements became paramount. 
The next array in this development series used 
printed-circuit patch radiators in order to achieve this 
goal. The array, shown in Figure 3, was designed at 
C-band (3.6-4.2 GHz) and featured printed-circuit 
radiators, a highly modular approach for the beam 
forming matrix as well as for the active aperture, and 
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an integrated thermal control system [1]. The array 
consists of 69 electromagnetically coupled patch 
(EMCP) elements, each producing two orthogonal 
circular polarizations. The elements are fed with 2- 
Watt SSPAs which are integrated in the array 
structure. The BFM provides independent control of 
eight simultaneous beams. 

Figure 3. C-Band Active Phased Array 

The array active elements demonstrates a high level 
of integration. The integrated element includes the 
EMCP radiating element, redundant SSPAs, MMIC 
gain blocks, redundancy switches, and monitoring 
circuit at the SSPA output. The SSPA consists of a 
high-efficiency power amplifier preceded by 
multistage MMIC preamplifiers and an MMIC 
linearizer to predistort the signal such that high 
linearity is achieved simultaneously with the required 
efficiency. 

The active array is controlled by a 8X69 BFM which 
consists of nine 8x8 shelves and accommodates up to 
eight beams connected to a maximum of 72 elements. 
For the 69-element array, three outputs are match 
terminated. The modular architecture of the Ku-band 
BFM described above has been further enhanced by 
implementing the C-band BFM shelf with eight 1x8 
BFM modules. Each of these modules is realized by 
modular MMIC packages, each containing phase and 
amplitude control elements and associated digital 
control for each BFM crosspoint. This additional 
modularity further offers improved design flexibility 
for larger size BFMs, ease of repairability and 
reduced manufacturing costs. The 8x8 shelf, shown 
in Figure 4, is composed of eight 1x8 BFM modules 
on the top side and eight 8-way power combiners on 
the bottom surface. Each 1x8 BFM module is an 
independently testable unit and includes the control 
circuits for eight MMIC packages and also provides 
the RF signal paths from the top to the bottom of the 
BFM shelf. Each 1x8 module consists of an eight- 
way power divider, eight MMIC packages and the 
digital control circuits. The most basic building block 

of the BFM is the MMIC package, shown in Figure 5, 
which contains an MMIC 5-bit phase-shifter, a 5-bit 
MMIC attenuator and three digital control ICs. This 
MMIC package can be individually tested and 
hermetically sealed to provide a ruggedized design. 

Figure*. 8 X 8 Shelf in C-Band BFM 

Figure 5. Basic C-Band MMIC Module 

X-Band Multiple-Beam Active Phased Array: 

A proof-of-concept subarray was developed to 
demonstrate active phased arrays at X-band, where 
the transmit and receive frequencies of operation are 
closer than the corresponding ones at C- and Ku- 
bands. The subarray consists of eight elements in two 
rows composed of four scalar ring horns each [2], 
The elements are arranged in a triangular lattice with 
the horns tangent to each other. The array element is 
sized in accordance with scanning over the angle 
subtended by the face of the earth as viewed from the 
geostationary orbit (+9°) without forming interfering 
grating lobes. Since the beams utilize the same set of 
power amplifiers, they share the same available power 
pool, with each beam capable of flexibly drawing 
upon the pool for the amount of power required to 
support its traffic. 
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The antenna, shown in Figure 6 is composed of three 
parts: the modular active radiating element which 
also incorporates the 2-Watt SSPA, the BFM which is 
positioned in the middle of the array, and the chassis 
which also provides thermal control for the array. 
The BFM and the elements are interconnected by 
means of a set of phase matched cables. The array 
chassis serves a dual purpose: to support the 
elements, and serve as a heat sink for the power 
amplifiers. The reverse side of the chassis includes a 
set of fins which are located directly beneath each 
SSPA. A pair of blowers positioned at the end of the 
chassis cool the array by forcing air over the heat fins. 
The heat fins are designed to provide sufficient 
cooling to maintain the temperature of the amplifiers 
FETs at the temperature of 110°C. 

Figure 6. X-Band Active Phased Array 

The active radiating element consists of a scalar ring 
horn radiator, its polarizer, a feed section, and an 
amplifier housing that serves as the input to the 
element and contains the SSPA along with the 
microstrip-to-waveguide transition. Together the feed 
section and the amplifier housing constitute the OMT 
of the radiating element. This structure provides 
input to two polarizations while maintaining a high 
degree of port-to-port isolation and a good input 
match. The element is fabricated in these four 
separate parts which are assembled after being tested 
separately. 

The BFM design is similar to the one used for the C- 
band array described above. The BFM architecture is 
easily expandable to a larger size, as would be 
required for the complete array. The modularity of 
the BFM also enhances its manufacturability. The RF 
circuits, power distribution, and controller 
architecture all provide a substantial level of fault 
tolerance, to minimize the propagation of failures 
from one cross-point to others. The BFM consists of 
two 1x8 modules on the front side and eight 2-way 
power combiners on the back. Each 1x8 module is 
independently  testable,   including   the   associated 

control circuits. The housing for the 2 x 8 unit 
represents a shelf. Larger BFMs use a number of 
shelves which are connected through power dividers. 

The SSPA assembly, shown in Figure 7, consists of a 
two-stage MMtC driver and power chips in cascade to 
achieve an overall gain greater than 40 dB. The 
individual stages of the overall SSPA were designed 
for a compromise between linearity and efficiency 
performance. The MMIC design approaches and 
circuit layouts are chosen to minimize the impact of 
process variations on the circuit performance. This 
approach is necessary for maintaining performance 
uniformity over all the modules required for the 
antenna array. 

Figure 7. X-Band SSPA 

Conclusion: 

This paper presented an overview of a progressive 
development of active phased arrays for satellite 
applications. Ku-, C- and X-band arrays represent 
an evolutionary process for the highly modular, 
highly integrated active array design. The arrays 
demonstrated the use of MMICs in the active circuit 
modules to control the amplitude and phase 
distribution across the array aperture and in the SSPA 
modules to achieve the required EIRP. These arrays 
represent a significant departure in antenna 
architecture from existing multibeam reflector 
antenna designs. The hardware demonstration 
validates the advanced antenna concepts which can be 
considered for flexible communications satellite 
systems. Some of these concepts have found their 
way to implementations in recent multiple-beam 
satellite systems such as Iridium and Globalstar. 
These concepts will find more applications in high- 
capacity multiple-beam systems for both commercial 
and military applications. 
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Abstract — A comprehensive model was developed to analyze performance of a 
multibeam active phased array antenna used in a high traffic capacity, TDMA 
satellite communications system. The model includes the effects of 
intermodulation distortion, sidelobe level interference, partial array failure, 
pointing errors, and amplitude and phase errors. The performance of a Ka-Band 
64 beam satellite antenna system based on a modular tile approach was assessed 
in terms of C/I and EIRP performance. The results presented show the graceful 
degradation characteristics in high communication traffic applications in terms of 
partial array failures and array errors. 

Introduction 
Effective Isotropie Radiated Power (EIRP) and Carrier to Interference (C/I) are 
two important performance parameters that must be considering when designing a 
satellite antenna. This paper investigates the performance issues regarding active 
array performance in the presence of high communications traffic capacity 
requirements as would be expected in a multibeam system with hopping beams. 
For active arrays it is especially important to consider the array performance over 
the life of the satellite, including performance degradation due to thermal effects 
and aging. In this paper the overall performance of the array is summarized as 
failures and errors occur thus impacting the system performance. The satellite 
transmitter antenna system was assumed to consist of four active phased arrays 
that utilize frequency reuse, polarization reuse, and beam hopping in the 
multibeam application. 

Analysis 
The active phased array considered in this analysis is comprised of 'tile' 
architecture, where a tile is defined as a 20x20 wavelength section of the phased 
array that is feed by a single RF cable for each beam. Each antenna is assembled 
from a 5x5 tile array with the corner tiles removed forming the 21 tile array shown 
in Figure 1. The results presented in this analysis include a 1.0 dB RMS amplitude 
error, and 12 degrees RMS uncorrelated phase error among array elements. A 
beam forming network (BFN) is utilized to provide multibeam performance, with 
4 beams per frequency channel at a given polarization sense. This results in an 
active array antenna providing 16 independently steered beams. Each satellite has 
4 active phased arrays with 2 operating at each of the orthogonal polarization 
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senses, forming 64 total beams. The satellite antenna system therefore is assumed 
to provide a total of 8 beams occupying a given frequency channel and 
polarization. The antenna is assumed to have a 0.05° RMS pointing error over the 
beam service cell on the ground. 

Each of the 64 beams are steered to earth cell locations, designated by a specified 
template. In order to maximize traffic capacity in densely populated regions it is 
desirable to place cells as close together as possible. The template under study 
consists of 2 clusters of 4 cells shown in Figure 2. The cells shown represent 8 co- 
frequency and co-polarized beams which provide desired power density at 
receiving terminals within the cell. In order to maximize efficiency it is further 
desirable to maintain a uniform level of saturation across all small signal power 
amplifiers (SSPAs) within the transmit array. Since the aperture is assumed to 
have uniform amplitude weighting and inherently high sidelobes, the technique of 
phase synthesis (optimization) must be employed to reduce sidelobe levels within 
co-frequency and co-polarized beams. 

A Monte Carlo computer model was developed to simulate the transmitter 
antenna system performance in terms of EIRP and C/I. Since the interfering 
signals can be treated as uncorrelated total interference is obtained by summing 
the interference powers. The power contained in the interference signal for the C/I 
analysis is calculated by 

1 = !IMD 
+ !SL 

+ WOL (!) 

where IIMD is the intermodulation distortion due to amplifier nonlinearity 
described by [1,2], ISL is the sidelobe energy interference due to co-frequency co- 
polarized cells, and IXPOL *s me cross-polar and co-frequency interference due to 
the radiating element. The small signal amplifiers were experimentally measured 
in the 1 dB back-off nonlinear region and the data were incorporated into the 
envelope model. All 3rd order intermodulation products were retained in the 
analysis for signals passing through the same small signal power amplifier. Other 
interference factors such as spectral re-growth and inter-satellite interference are 
not presented in this analysis. 

Results 
Given the above antenna system and cell template, two parameters were 
investigated including tile correlated phase errors and tile failures. Thermal 
gradients may effect the phase of the signal due to changes in path lengths of the 
RF cable and BFN. Tile correlated phase errors were used to simulate the 
performance of the array due to thermal, aging, manufacture and mechanical 
tolerance effects. Figure 3.a shows EIRP degradation as the tile correlated errors 
vary from 0 to 25 degrees. Shown are both the 50-percentile degradation and the 
95-percentile (2 standard deviations) for all 8 beams in the template. A similar 
plot shown in Figure 3.b is the C/I degradation as a function of correlated phase 
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errors over the tile. A 10 degree correlated phase error will result in EIRP and C/I 
degradation of about .3 dB and 1.2 dB respectively. 

For satellite communications system it is especially important to assess system 
performance in the presence of partial array failures, as summarized in Figures 4 
and 5. When a tile failure occurs and one has knowledge of which tile failed, the 
phase can be re-optimized and performance of C/I and EIRP recovered to 
achieved the best performance possible. As shown the failure of one tile can result 
in an EIRP degradation of 0.4 to 0.8 dB EIRP, depending on the location of the 
failed tile. In failure mode the degradation of C/I is dependent on the location of 
the failed tile. Failure of the inner tile (#13) can result in a 0.5 dB C/I degradation 
while failure of an outer tile (#15) has no adverse effect on C/I. 
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Figure 3. System performance degradation as a function of tile correlated phase 
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S-Band Antenna 
2483.5 to 2500 

Globalstar Satellite Phased Array Antennas 
P. L. Metzen, Space Systems/Loral 

Introduction 

The Globalstar worldwide satellite system will provide voice, facsimile, paging, and data transmission to subscribers 
with hand-held mobile and fixed services, covering locations in all areas of the world except the far reaches of the 
Arctic and Antarctic. The complete system is a constellation of 48 three-axis-stabilized satellites located in low Earth 
orbit at an altitude of 870 miles. The Earth subtends an angle of ±55° from nadir at this altitude. Each satellite weighs 
about 1012 pounds and orbits the Earth in 114 minutes. Mission life is 10 years, after which the satellite will be raised 
to a higher orbit. Globalstar is a trademark of Globalstar, L.P. All rights reserved. 

Globalstar Communication Antennas 

The communication antennas, located on the Earth-facing deck of the satellite, consist of multibeam active L-band 
receive and S-band transmit array antennas. Figure 1 presents a view of the Earth deck of the Globalstar satellite, 
including the transmit and receive array antennas. The receive and transmit array antennas communicate directly with 
the subscribers. 

The active multibeam transmit array antenna 
forms 16 simultaneous circularly polarized 
beams, covering the visible Earth with 
isoflux radiation patterns, as shown in Figure 
2. The hexagonal shape of the antenna 
results from the use of an equally spaced 
triangular lattice array of 91 radiation 
elements. Figure 3 presents an electrical 
block diagram and Figure 4 presents an 
exploded view drawing of the S-beam active 
transmit antenna. Each radiating element 
input is connected to the output of a small 
module containing a Solid State Power 
Amplifier (SSPA) and a bandpass filter. The 
91 modules are mounted on a solid 
Beryllium heat sink. DC bias and control 
lines in the form of multilayer printed circuit 
boards are also mounted on the heat sink. 
Integral heat pipes in the heat sink and 
external radiation panels complete the 
thermal control system. Inputs to the 91 
modules are connected through the heat sink 
to «he 91 output ports of the Beamforming 
Network (BFN). Figure 5 presents the RF 
interfaces of the Globalstar S-band 
multibeam active transmit array. Phase-only 
equal-amplitude beamforming is used to 
avoid the phase errors associated with 
SSPAs driven at different input amplitudes. 
The BFN has 16 input ports with each input 
producing one of the 16 independent beams. 
Ease of assembly is achieved through the 
reduction in the number of piece parts, the 
use of captured quarter-turn fasteners, the 
self-indexing and self-aligning features on 
the modules, and the use of commercially 
available precision GPO™ blind-mate 
connectors and adapters. Figure 6 is a 
photograph of an S-band array antenna 
engineering development model with one of 
the radiating array sections (containing 15 of 
the 91 radiating elements) removed, 
exposing the internal components. 

C-Band Receive 
"Gateway" Antenna 
5090 to 5250 MHz 

Dimensions: 1994 mm x 1961 mm x 936 mm Deep 

L-Band Antenna 
1610 to 1626.5 MHz 

C-Band Transmit 
"Gateway" Antenna 
6875 to 7053 MHz 

Figure 1. Globalstar Satellite with Solar Panels in Stowed 
Position 

View Looking at 
Satellite from Earth 

-60    -^40    -20       0       20      40       60 
Azimuth (degrees) GSPAMK.* 

Figure 2. Globalstar S-Band Transmit Array Antenna Pattern 
Coverage Requirement 
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The transmit antenna's BFN is composed 
of   16   equal-amplitude    l-to-91    Strip 
Transmission Line (STL) power dividers 
and   91   interconnected   equal-amplitude 
16-to-l STL power combiners, resulting in 
16 input beam ports and 91 output array 
ports.      Independent      fixed-line-length 
"trombone" sections in the l-to-91 power 
dividers are used to set the required phase 
values for the beam  shapes.  Figure  3 
includes a block diagram of the BFN 
assembly.   A   one-piece   68-copper-layer 
composite BFN is formed by bonding the 
individual photo-etched Teflon Fiberglass 
(TFG) STL layers under pressure and at an 
elevated temperature. Figure 7 presents 
one  photo-etched  copper  layer  of the 
S-band BFN. The inner area of this 0.020 
inches thick TFG board contains a l-to-91 
equal-amplitude   power   divider   with   a 
trombone phase-setting section located at 
each of the 91 outputs. The combination of 
the  l-to-91  power divider  and  the  91 
trombone sections is used to establish the 
correct phase and amplitude necessary to 
produce one of the 16 required beams. The 
16 photo-etched  l-to-91  power dividers 
required to form 16 beams are identical, 
while each trombone phase-setting section 
is unique. The outer area of the board 
contains one layer of the 91, 16-to-l power 
combiners.   The   power   combiners   are 
formed vertically through the 32 board 
STL stack, as shown in Figure 8. An STL 
distribution   circuit   composed   of   two 
hexagonal-shaped 0.060 inch thick TFG 
boards is used to route the 91 signals from 
the periphery of the 22 inch-diameter BFN 
stack of 32, 0.020 inch boards to the 
correct   SSPA   input.   Figure   9   is   a 
photograph of the underside of an S-band 
antenna   array   engineering   qualification 
model with the BFN visible. The measured 
BFN  is  24.1   mm  thick  excluding  the 
connector plate, the hexagonal section is 
25 inches from flat to flat, and the mass is 
40.5 pounds. There are no internal solder 
joints or vias passing through more than 
two boards. This approach results in a 
singular, compact, accurately reproducible, 
robust,   high-reliability  part  with  good, 
repeatable RF performance. 

As shown in Figure 6, the transmit 
radiating array assembly is composed of 91 
individual radiating, elements. The 
radiating elements are photo-etched STL 
annular slot radiators operating in the 
dominant TE„ coaxial transmission line 
mode. Two orthogonal probes excite the 
slot radiator through the use of a STL 
branch-line coupler to produce circular 
polarization. For ease of assembly, the 
hexagonally shaped array assembly is 
constructed in six "pie-shaped" sections. 
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- 91 Hybrids - 
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- 91 Amplifiers ■ 

16 Power 
Dividers 

Array SubAssy 
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Electronics 
SubAssy 

16 Way 
PowerDivider 

TTT 

91 Fixed Phase 
Adjusters 
91 Way 
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.«—91 Phase Adjusters- 

-*— 91 Power Dividers - 

91 Fixed Phase 
Adjusters 
91 Way 

Power Divider 

Beam 1 
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Beam 16 

BFN 
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Figure 3. Electrical Block Diagram of S-Band Multibeam 
Active Transmit Array Antenna 

Transmit Radiating Array Assembly 

SSPA and Filter Modules 

Heat Sink 

Dc Distribution Network 

Heat Pipes 

Heat Radiator Panels 

Beamforming Network Assembly 

Figure 4. Exploded View of S-Band Multibeam Active 
Transmit Array Antenna 
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Figure 5. RF Interfaces of the Globalstar S-Band Multibeam 
Active Transmit Array Antenna 
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Transmit Radiating 
Array Assembly Radiator Panel 

Radiator Panel 

Figure 6. Photograph of an S-Band Multibeam Active Transmit 
Array Antenna Development Model 
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Phase Adjuster 
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(91 places) 
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Figure 7. One Layer of the S-Band Transmit Antenna 
Beamforming Network 

BFN Interface 

Power 
Division 

yS Junction 
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32-Board "Stack" Schematic Equivalent 
(Four-Level Binary Split) 

Figure 8. 16-to-l Power Combiner Implementation 

Each of the six sections is a one-piece, 
eight-layer bonded composite that is 
manufactured using the same procedures 
and techniques used to fabricate the BFN. 

The SSPA module, presented in Figure 10, 
is composed of two parts, the SSPA 
package, which is made with a copper- 
moly base supported by a brazed nickel- 
alloy frame, and a three-pole comb-line 
filter, which is machined from aluminum 
alloy and silver plated. Formed into an 
"L," the filter housing provides a more 
compact package, while providing support 
for the antenna array. The hermetically 
sealed SSPA package contains a three- 
stage Monolithic Microwave Integrated 
Circuit (MMIC) driver, a Psuedomorphic 
High Electron Mobility Transistor 
(PHEMT) power Field Effect Transistor 
(FET), phase trim adjustment, output- 
power adjustment, bias-protection 
circuitry, temperature compensation, and 
an output isolator. The dc interface is made 
through a six-conductor ceramic feed- 
through brazed into the package. The 
S-band antenna has its own dc/dc converter 
to provide bias and control for the 91 
SSPAs. This converter responds to user 
traffic (total drive power) by adjusting bias 
voltage to minimize SSPA power 
consumption. The SSPA modules have 
49 dB of gain and an output power of 
4.5 watts at an efficiency of 30%. 

The active multibeam receive array 
antenna, like the transmit array antenna, 
forms 16 simultaneous circularly polarized 
beams covering the visible Earth with 
isoflux radiation patterns. It is fabricated 
and assembled using the same procedures 
and techniques, but differs from the 
transmit array antenna in the following 
ways: there are 61 radiating elements 
instead of 91, the heat sink, pipes, and 
radiators are replaced by a honeycomb 
support panel, Low Noise Amplifiers 
(LNAs) are used instead of SSPAs, and 
both amplitude and phase beamforming is 
used to produce the required beam shapes 
and beam-pointing angles. Amplitude taper 
values for the concentric rings of radiating 
elements are restrained to multiples of 
3 dB to simplify the BFN. Figure 11 is a 
photograph of an L-band array antenna, 
with and without the radiating array 
assembly in place. The six segments of the 
radiating array, the LNA and filter module, 
the dc distribution network, and the upper 
facing panel on the honeycomb support 
panel are visible. Figure 12 presents the 
16-beam antenna pattern coverage 
requirement of the L-band receive array 
antenna. 
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DESIGN OF A K-BAND TRANSMIT PHASED ARRAY FOR LOW EARTH ORBIT 
SATELLITE COMMUNICATIONS 

Thomas Watson*, StephenMiller*, DennisKershner*, G. Art Anzic** 

*Raytheon Systems Company 
**NASA-Glenn Research Center 

Abstract 

The design of a light weight, low cost phased 
array antenna is presented. Multi-layer printed 
wiring board (PWB) technology is utilized for 
RF and DC/Logic manifold distribution. 
Transmit modules are soldered on one side and 
patch antenna elements are on the other, 
allowing the use of automated assembly 
processes. The 19 GHz antenna has two 
independently steerable beams, each capable of 
transferring data at 622 Mbps. A passive, self- 
contained phase change thermal management 
system is also presented. 

Experiment Description & Objectives 

Rapid deployment of low and medium Earth 
orbit (LEO/MEO) satellite constellations, which 
will offer various narrow to wide band wireless 
communications services, will require phased 
array antennas which feature wide-angle and 
super agile electronic steering of one or more 
antenna beams. Phased array antennas are 
perfectly suited for this application. A MMIC- 
based, K-band phased array antenna is in 
development, under a cooperative agreement 

between NASA Glenn Research Center and 
Raytheon Systems Company.     The transmit 
array, operating at 19 GHz, is a state-of-the-art 
design    that    features    dual,    independent, 
electronically steerable beam operation £ 42°), 
a stand-alone thermal management system and a 
high-density     tile     architecture.     The     tile 
integration technology ("flip chip MMIC tile') 
represents a major advancement in phased array 
engineering and holds much promise for reduced 
manufacturing costs. 

The antenna system is scheduled to be 
completed in mid-2000. The array will be a 
critical component of the Direct Data 
Distribution (D3) flight experiment on a future 
Space Shuttle mission, as early as 2001, with the 
objective of down linking wide band data rates 
to a small, tracking Earth terminal. Phased array 
antennas capable of providing a rapid direct 
downlink of large volumes of data from various 
space platforms are high on NASA's and the 
communications industry's priority lists. 

Array Requirements 

Requirements for the D1 Array were determined 
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from a combination of functional needs of 
NASAs D3 flight experiment and performance 
requirements taken from the experiment link 
budget analysis. Functional requirements of the 
experiment include: frequency/bandwidth, 
number of beams, scan limits, polarization, DC 
power and weight/volume. Performance 
requirements derived from the link budget 
include: EIRP, cross-polarization, and 
intermodulation. A summary of the phased 
array performance goals is listed in Table 1. 

Table 1. Array Performance Goals 

Parameter Value 
Frequency/Bandwidth 18.8 to 19.3 GHz 
Transmit Power 20 Watts/beam 
EIRP at max. scan 39.1 dBW 
Number of Beams 2 
Maximum Scan Angle ± 42° in Az and El 
Polarization RHCP & LHCP 
Cross-polarization -15 dB 
Beamwidth 6.4° x 6.4° 
Sidelobe level -20 dB, peak 
Intermodulation -25 dBc 
DC power <390 Watts 
Array Weight < 3.8 kg 
Array Volume <5000 cma 

Additional requirements due to the planned 
experiment on the Shuttle are environmental and 
safety related. The space environment requires 
special attention to thermal design of the active 
array. A separate thermal management system 
is required to handle the heat generated by the 
transmit modules. Special materials are used to 
accommodate the temperature and vacuum 
conditions. Space radiation is low at the Shuttle 
altitude, but radiation must be considered in 
selection of high speed digital circuits. Three 
levels of hardware and software interlocks are 
designed into the controller to eliminate the risk 
of RF radiation to the astronauts. 

Array Description 

The array aperture is circular with edges formed 
due to the use of quad modules as tiles for array 
construction. Microstrip stacked patch radiating 
elements are arranged in an equilateral triangular 
grid with a separation of 9.75 mm to allow the 

antenna to scan to 42° from boresight without 
grating lobes. To achieve the required 39.1 
dBW effective isotropic radiated power (EIRP) 
at full scan, the array consists of 256 radiating 
elements. A 6 dB step taper has been 
implemented to control sidelobe levels. The 96 
central and 160 outer elements are fed by 0.25 
urn pHEMPT 150 mW and 37.5 mW MMIC 
amplifiers, respectively. 

Each quad module contains 8, 4-bit phase 
shifters and 4 dual channel power amplifiers, 
allowing the array to form two independent, 
simultaneous beams. The output power is 20 
Watts per beam. Array power dissipation is 
estimated at 346 Watts during the ON state with 
both beams active. The total dc power required 
by the array is estimated at 386 Watts. 

The two beams are generated with opposite 
sense polarization, one right-hand circularly 
polarized, one as left-hand circularly polarized. 
This approach minimizes interference between 
beams and allows both beams to be 
simultaneously received by a single ground 
terminal. The current estimate is that the worst 
case polarization coupling level will be -15 dB. 
Predicted pattern performance is shown at the 
end of this paper. 

As shown in Figure 1, the antenna is fabricated 
using a tile method of construction producing a 
high-density, low-profile assembly. The main 
internal assembly, the RF/DC manifold, is a 
multi-layer printed wiring board consisting of 27 
metal layers separated by dielectric material of 
various thicknesses. These layers include the 
etched circuits for the two corporate feed RF 
divider networks for the two beams, the dc 
power distribution circuits, the logic and control 
networks, and the microstrip patch elements 
with their associated 90P branch-line hybrids to 
form circularly polarized waves. The layer 
count also includes all of the ground and joining 
layers required between sub-panels of the multi- 
layer board assembly. The quad modules are 
attached directly to the RF/DC manifold with a 
solder ball reflow process. 

A beam steering computer (BSC) has been 
developed by Raytheon to control all operations 
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of the antenna. The BSC consists of a 
commercially available VME processor card and 
a custom mezzanine card to control array 
functions in response to commands received 
from the payload control computer via the VME 
bus. 

Tile Description 

The D3 Array is populated with 64 tile modules 
mounted to the RF DC manifold in a rectangular 
grid. Tile size is 16.4 mm W x 19.0 mm L x 2.67 
mm H weighing approximately 3.5 grams. Each 
tile consists of a quad module as shown in 
Figure 2. The tile modules each contain 8 
independently controlled RF paths partitioned in 
quadrants since each tile must feed the two 
independent beams to four radiating elements. 
The array 6 dB step taper is implemented with 
24 high power modules in the center of the array 
and 40 low power modules around the 
periphery. 

Modul* Subatrata Capacitor 

Figure 2. Module Layout 

The D3 tile module design evolved from RF and 
thermal performance, available area, 
fabrication/production issues and cost goals. The 
major module components are shown in Figure 
2. The module mounts to the RF/DC manifold 
using a Ball Grid Array (BGA) using 0.508 mm 
diameter 90Sn/10Pb alloy solder balls. The 
module substrate is 0.381 mm thick Alumina 
with appropriate metallization for signal routing, 

thermal conduction and BGA attachment with 
0.127 mm diameter filled through vias for 
RF/DC/logic I/O and thermal conduction. Each 
quadrant contains a silicon ASIC controller, a 
GaAs dual channel power amplifier MMIC, and 
two GaAs phase shifter/attenuator MMICs. The 
ICs are flip chip mounted to the substrate using 
0.127 mm diameter 63SN/37Pb alloy solder 
balls. There are 4 surface mount chip capacitors 
for local energy storage and RF bypass. The 
MMICs and capacitors account for 60% of the 
substrate area demonstrating the increased 
packing density afforded by flip chip IC 
mounting. A copper alloy lid attached to the 
substrate completes the module package and 
serves as the main thermal interface. 

Monolithic Microwave Integrated Circuit 
(MMIO 

The D3 Array modules contain Embedded 
Transmission Line (ETL) MMICs on a GaAs 
substrate as shown in Figure 3 [1]. ETL MMICs 
utilize matching circuits, transmission lines, and 
lumped, passive components in a low loss 
dielectric with a topside ground plane. The 
ground plane reduces unwanted interactions 
between the MMIC and its surrounding 
environment producing more consistent RF 
performance during production process 
development. 

Polyimide 
dielectric ' 

25 pm 

632 pm 

Figure 3. ETL MMIC 

There are three MMIC designs: the phase 
shifter/attenuator, high power dual channel 
power amplifier and low power dual channel 
power amplifier. The phase shifterattenuator 
MMIC size is 4.47x2.47 mm. The RF signal 
enters   the   MMIC   and  travels   through   an 
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amplifier followed by 4 attenuator bits, another 
amplifier stage, 4 phase shifter delay line and 
then exits the MMIC. The amplifier stages offset 
transmission line losses within the MMIC for a 
nominal net gain of 0 dB. 

The dual channel high power amplifier MMIC 
size is 4.47x2.47 mm. Two RF signals enter the 
MMIC and each signal path travels through 
three amplifier stages before exiting the MMIC. 
Net gain is +21 dB with +22 dBm RF output 
power at 1 dB compression. The dual channel 
low power amplifier MMIC is similar to its high 
power counterpart except there are only two 
amplifier stages producing +15 dB gain with 
+16 dBm RF output power at 1 dB compression. 

Thermal Management System 

A phase change thermal management system has 
been    developed    to    provide    a    platform 
independent heat management system.     The 
system also provides the structural interface 
between the array and the Shuttle Hitchhiker 
canister.     It is  sized to maintain transistor 
junction  temperatures  below   10CPC   and  to 
maintain an array thermal gradient below 1ÖC. 
The phase change system is a 20 cm diameter 
brazed housing with porous aluminum 'foam" 
inside, as shown in Figure 1.   The 'foam" is 
filled with paraffin wax phase change material. 
As the antenna modules heat up, the solid wax 
absorbs the heat energy and changes to the 
liquid phase.   During the phase change period, 
the    wax    temperature    is    maintained    at 
approximately the melt point.   This provides a 
constant-temperature   interface   for  the   array 
electronic modules. During periods in which the 
antenna modules are off, the wax releases its 
stored heat and changes back to the solid phase, 
thereby     tempering     extreme     temperature 
excursions.  Heat pipes are arranged radially to 
maintain the array temperature gradients at an 
acceptable level. This is made necessary due to 
the  higher power  center modules  described 
above. 

Conclusions 

High    performance,    lightweight,    low    cost 
antennas    are    needed    for   future    satellite 

communication systems. A recent advance has 
been the development of a two beam, K-band, 
transmit array to demonstrate high data rate link 
from the Shuttle to a NASA ground station. 
Many advanced technologies have been 
designed into this antenna in order to meet the 
requirements of the experiment. A successful 
demonstration will validate these technologies 
for future satellite applications. 
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PATCH-EXCITED CUP ELEMENTS FOR SATELUTE-BASED MOBILE 
COMMUNICATION ANTENNAS 

Per Ingvarson, UlfJostell, Patrik Svedjenäs 

Saab Ericsson Space, SE-40515 Göteborg, Sweden 

Background 
Antennas for mobile communication satellites have been studied for 25 years at Saab Ericsson 
Space. The first multibeam antenna array consisted of 18 circularly polarised Short Backfire 
radiators in a triangular lattice giving 19 beams covering the earth. A complete demonstration 
model including the IF beamforming network, amplifiers and filters was manufactured and 
tested. 

The Short Backfire elements have a size of 2.2 wavelengths. Several smaller element types have 
also been developed, mainly in microstrip technology. They include self-diplexing elements and 
wide-band double-patch elements. The rf performance of tiie latter was improved by adding a 
cup to the microstrip radiator. This is what we call a patch-excited cup. 

ARTEMIS 
ARTEMIS is a geostationary technology demonstrator. It contains an L-band, 1.5/1.6 GHz, 
mobile communication payload with an arrayfed reflector antenna The array is used both for 
receive and transmit, with very stringent requirements on PIM (passive intermodulation). PIM 
gives spurious frequency components lhat are generated when two or more signals mix in a non- 
linear passive device. Metal to metal junctions and non-linearities in dielectric material are 
typical PIM sources and must be avoided in the design 

The test power in ARTEMIS was 2x20 W and Ihe PIM requirements -145 dBm over ±80 °C 
and -140 dBm over Ihe extended range ±100 °C. A new PIM test chamber was developed, 
which allowed these low levels to be accurately measured. In the antenna development, the 
patch-excited cup radiator was developed. 

The patch-excited cup of the ARTEMIS L-band feed array, figures 1 and 3, consists of 0.8 X 
diameter and 0.37 A. deep cups excited by a pair of stacked circular discs with an integral central 
support attached to the cup bottom In order to minimize the generation of PM, all 1he cups in 
the array are made in one piece. The lower disc is excited by a pair of capacitively coupled 
probes. The first development model contained 12 cups, figure 3, and had dual circular 
polarisation generated by foam supported, unbalanced for cross-polarisation control, stripline 
quadrature hybrids in compartments below each cup. The system concept was changed to 5 cups 
and dual linear polarisation for the flight hardware. A patented device for compensation of the 
detrimental effects of interprobe coupling on the cross-polarisation performance, was 
implemented. A typical transmit frequency antenna pattern of a top edge element of the array in 
figure 1 is shown in figure 2. Measured aperture efficiency is >100 % and ohmic loss < 0.1 dB. 

EMS 
Similar 4-element arrays, figure 4, were delivered for EMS (European Mobile Service) on board 
the ITALSAT F2 satellite. The use of separate reflector antennas for transmit and receive 
alleviated in this case the PIM requirement somewhat to -130 dBm at 2x30 W input power. 
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Hie patch-excited cup elements are here sequentially rotated to improve the cross-polarisation 
performance. Feed probes of neighbour elements are connected by tee stripline networks giving 
four input ports in total. The cups are slightly non-circular to give room for a centrally mounted 
Ka-band feed array. 

EQF21RHCPM, CUP 1,1544i MHz 

Una ma» HqJ 

Figure 1. ARTEMIS L-band feed array. Figure 2. Polar pattern cuts each 15 degree of 
top edge element in ARTEMIS L-band feed 
array. 

Figure 3. 12-element development model 
of the ARTEMIS L-band feed array 

Figure 4. EMS receive feed array. 

ICO 
The ICO satellite system consists of 12 satellites in MEO orbit (10400 km). Each satellite has 
one transmit array at 2.185 GHz, and one receive array at 2.0 GHz, see figure 5. Both arrays 
consist of 127 radiating elements in a hexagonal lattice with 1.3 wavelength spacing. All feed 
chains are active, i e they contain radiating element, filter, amplifier, frequency conversion and 
D/A (A/D) conversion. All beamforming is digital. 

The arrays cover die earth with 163 circularly polarised beams, with a four beam reuse pattern 
Up to 4500 simultaneous users can be accommodated. Saab Ericsson Space has developed and 
delivered Hie array elements to Hughes Space and Communications Company, the prime 
contractor. 
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The radiating elements have very stringent requirements on aperture efficiency and cross- 
polarisation. The multicarrier transmit signal and the small separation to the receive band give 
strict limits on PIM Also, requirements on ESD (electrostatic discharge) are stricter lhan for 
most other satellites due to the orbit. The large number of radiators leads to very low mass and 
cost targets. 

The radiator has been redesigned compared to ARTEMIS. To keep high aperture efficiency wilh 
the larger radiator, a 1hird patch has been added in nie feed. The "patch tower" is mounted 
within a very thin aluminium cup with a rim height of about Xo/4. The two lower patches form a 
resonant cavity, allowing broadband- or double tuning. The upper patch acts mainly as a 
reflector mat affects the illumination of the aperture and is used to improve the aperture 
efficiency and thereby the gain. 

The lower patch is fed in phase quadrature at four points by a stripline network to give circular 
polarisation. The symmetric feeding is used to obtain good cross-polar performance. It is 
important mat the stripline network is a robust design from a production point of view and 
meets me tough PIM requirements. A metallic box together with the cup, forms a compartment 
for the feeding network. 

Measured co- and cross-polar radiation patterns from a single element as well as in the array 
environment are shown in figure 6 for the transmit radiator. 

Figure 6. Measured co and cross polar 
radiation pattern of Ihe S-band transmit 
element, (a) Isolated element, (b) hi termi- 
nated 18-elements environment Each plot 
shows 6 polar cuts wilh steps of 30°. 

Figure S. ICO satellite being tested in the Integrated Satellite Factory at Hughes Space and 
Communications Company. Saab Ericsson Space supplies antenna elements and microwave 
equipment to the ICO satellite program at Hughes. 
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The PIM requirements have forced the patch tower to be machined in one part as well as the 
stripline network. Metal to metal contact is avoided by using dielectrics. The if connection 
between the feed network and the lower patch is done with non-contacting probes, i.e. through a 
capacitive coupling. All grounding resistances are kept as high as possible to keep rf current low 
which is a trade off against the ESD requirement. 

Due to the large number of radiators (Saab Ericsson Space have delivered 3048 radiators for 
ICO), the design has to be lightweight and have a low unit cost. The radiators have to be 
exchangable, and therefore essentially identical. The selected design is to use separate elements 
mainly made ofmin aluminium parts. The mass per element is less man 100 g. 

Thuraya 
For geostationary satellites, a direct-radiating array as in ICO would have to be very large in 
order to give a sufficiently dense cell-grid on ground. Therefore, array-fed reflectors are used. A 
common transmit-receive radiator allows the use of only one reflector. This gives even stricter 
requirements on PIM compared to ICO. Saab Ericsson Space has developed L-band radiators 
for geostationary applications in a technology similar to me one for ICO, and has delivered 256 
radiators to Hughes Space and Communications Company for Thuraya Measured patterns in an 
array environment are shown in figure 9. 

Figure 8. Thuraya elements mounted on panel 
for rf testing. 

Figure 9. Measured co and cross polar 
radiation pattern of Ihe L-band transmit/ 
receive element in terminated 6-elements 
environment Each plot shows 6 polar cuts in 
steps of 30°. 
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A Low-Cost, Injection-Molded Satellite Phased Array 
P. L. Metzen 

Space Systems/Loral 

Introduction 

The current trend in synchronous orbit satellites and 
satellite antennas is toward increased power, 
increased payload capability, and more independent 
antenna beams. Spacecraft antennas must also be low 
in cost, be quickly produced, and fit within the 
available spacecraft mounting locations. 
Furthermore, spacecraft with antennas and solar 
arrays must fit within the launch vehicle shroud. 
Spacecraft mounting space and shroud volume are 
limited, and larger launch vehicles with larger 
shrouds are costly. 

The transmit and receive functions are often 
performed by separate antennas, each antenna 
covering a narrow bandwidth, to reduce the transmit 
feed system losses and improve the efficiency of the 
antenna beam shape optimization. Improved transmit 
antenna performance reduces the high costs of 
supplying more solar array Direct Current (dc) 
power, Traveling Wave Tube Amplifier (TWTA) 
Radio Frequency (RF) power, and thermal control. A 
deployed shaped-reflector antenna is frequently used 
to satisfy the transmit requirements, and an Earth- 
facing, deck-mounted reflector antenna is used to 
satisfy the receive functions. An Earth-deck structure 
is necessary to hold the receive antenna reflector, 
subreflector, and feed. At Ku-band, the projected 
aperture of the Earth-deck antenna diameter is 
typically 1.2 m. The reflector, subreflector, and 
structure are made of graphite composite materials. 

An Earth-deck-mounted passive array antenna is 
being developed that has the same RF performance 
and the same mass as the 1.2-m reflector antenna, yet 
costs 75% less and occupies 80% less Earth-deck 
area and 95% less shroud volume. Furthermore, the 
array has a lower center of gravity that improves 
spacecraft inertial characteristics. (A U.S. patent is 
pending.) 

RF Design 

A 256-element, passive, direct-radiating receive array 
operating from 13.75 GHz to 14.5 GHz with a two 
wavelength element spacing was developed to have 
the equivalent RF performance of a 1.2-m Gregorian, 

dual-polarized shaped-reflector antenna. Figure 1 
presents a block diagram of the phased array. Each of 
the 256-horn radiating elements contains an 
Orthomode Junction (OMJ) to produce 256 vertically 
and 256 horizontally polarized outputs. Each element 
also contains a crossed septa in each aperture to 
increase the directivity and improve E-plane and H- 
plane equalization. Separate Beamforming Networks 
(BFNs) are used for each polarization to establish the 
unique phase and amplitudes necessary to produce 
two separate outputs associated with two independent 
beams of any desired shape. 

Only the horizontally polarized BFN is described in 
this paper. The vertically polarized BFN is very 
similar. The horizontally polarized output from each 
horn/OMJ passes through a predetermined, fixed- 
phase phase shifter, and is then combined with the 
output of a neighboring horn/OMJ and phase shifter 
in one of 128 two-way power combiners. The 128 
outputs of the two-way power combiners are then 
combined by 16 eight-way power combiners 
resulting in 16 outputs that are combined by 5 four- 
way power combiners to produce a single 
horizontally polarized output. Each eight-way power 
combiner consists of 7 two-way power combiners, 
and each four-way power combiner consists of 3 two- 
way power combiners, for a total of 255 two-way 
power combiners in each vertically and horizontally 
polarized BFN. Each power combiner will have a 
predetermined, fixed output power ratio that, together 
with the phase shifters, uniquely determines any 
desired output beam shape. 

Table 1 presents the calculated loss budget and Edge- 
of-Coverage (EOC) gain for a typical Contiguous 
United States (CONUS) coverage. The BFN is 
constructed in WR62 and half-height WR62 
waveguide operating in the TEu mode, and uses 
U-shaped waveguide phase shifters and internally 
terminated four-port hybrid ring power combiners. 
The RF performance of each component was 
computer-optimized and then verified with aluminum 
models. The aperture cover can be replaced by a 
three-layer meanderline polarizer with an added 0.1 
dB of loss if circular polarization is desired. 
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***      RADIATING ELEMENTS   *** 
HORN/OMJ 

PHASE SHIFTERS 
* * * 256 HORIZONTAL * * * 

256 VERTICAL 

TWO-WAY POWER COMBINERS 
* * * Ana unnnmiTii * * * 128 HORIZONTAL 

128 VERTICAL 

EIGHT-WAY POWER COMBINERS 
* * * 16 HORIZONTAL * * * 

16 VERTICAL 

FOUR-WAY POWER COMBINERS 
* * * 4 HORIZONTAL        * * * 

4 VERTICAL 

FOUR-WAY POWER COMBINERS 
1 HORIZONTAL 

1 VERTICAL 

VERTICAL OUTPUT 
HORIZONTAL OUTPUT 

Figure 1. Phased Array Block Diagram 

Table 1. Calculated Loss Budget and EOC Gain 

CONUS Coverage 
EOC Directivity 

Rectangular Horn 31.0 dB 
Crossed Septa 0.5 dB 
Total Directivity 31.5 dB 

Array Antenna Losses 
Mismatch Loss 0.2 dB 
Insertion Loss 0.4 dB 
Aperture Cover Loss 0.1 dB 
Total Loss 0.7 dB 

Antenna EOC Gain 30.8 dB 

Mechanical and Manufacturing Design 

To significantly lower the cost of the finished array, 
metallized, injection-molded, fiber-reinforced, 
thermoplastic waveguide array components are being 
developed. The material being used has excellent 
physical and thermal properties, produces highly 
repeatable parts, and is lightweight and easy to 
machine. Good metallization and easy injection 
molding is assured by splitting the power combiner 
assemblies along the waveguide broadwall axis to 
expose the inside surfaces. The power combiner 
components are designed and molded to near-net 
shape, and are then lightly machined in the "ring" 

areas to predetermined, fixed power ratios using 
high-speed Computer Numerical Control (CNC) 
machining. Internal RF loads for the power 
combiners are molded to net shape, and self-capture 
features allow them to be captured when installed in 
the power combiners. Injection molding to net and 
near-net shape allows all components to be produced 
in quantity for lower cost and placed in inventory in 
advance of their need, reducing the delivery time for 
the finished array. 

Ease of assembly, integration, and test is included in 
the design. Part counts are minimized where possible, 
flanges are eliminated, waveguide slip-joints are 
used, and threaded fasteners are replaced by clips and 
self-capture features. Where threaded fasteners are 
required, lightweight composite versions are used. 
Excess material is designed out of the injection- 
molded pieces and interlocking, self-jigging features 
are designed in. The injection-molding tools are 
constructed from three-dimensional Computer-Aided 
Design (CAD) file models of the injection-molded 
parts. The CAD files are verified using stereo- 
lithography models. 

Figure 2 presents the antenna array assembly with the 
aperture cover and aperture cover support panels 
removed on two sides for clarity. The complete 
assembly is 0.84 m by 0.76 m in cross section and 
0.37 m in height, and weighs 28.7 kg. 
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Figure 3 presents a pair of horn/OMJ assemblies, a 
pair of two-way power combiners, and four phase 
snifters, all securely interconnected with simple 
Beryllium copper spring clips to form an assembly. 
This assembly is a simple building block and, when 
repeated numerous times, forms a major portion of 
the antenna. The phase shifters are set to 
predetermined values between 0° and 360° by CNC 
machining material from the open ends to produce 
the proper length and are easily interchanged to 
produce the desired phase distribution. The 
horn/OMJ is injection-molded in two pieces, the 90° 
bend in two pieces, and the crossed septa in one 
piece. The five pieces are bonded together with 
structural adhesive and then plated with electroless 
copper to produce the finished component. The phase 
shifters and all versions of power combiners are 
molded in two pieces and, after machining, 
electroless plating, and inserting the RF loads in the 
combiners, the two pieces are joined together using 
molded-in self-aligning features, and mechanically 
fastened with rivets. 

Figure 4 presents a 4 x 16 element subarray assembly 
formed by fastening the 32-horn/OMJ phase shifter 
assembly and the two-way power combiner assembly 
to an intermediate structural panel. The waveguide 

outputs of the two-way power combiners pass 
through the intermediate structural panel and slip into 
the input ports of four horizontally polarized and four 
vertically polarized eight-way power combiners. The 
eight-way power combiners are fastened to the 
underside of the structural panel and are offset with 
respect to each other for proper waveguide 
alignment. 

Figure 5 presents an exploded view of the antenna 
array assembly. Four 4 x 16 element subarray 
assemblies are fastened to the main structural panel. 
Two output combiner networks are fastened to the 
underside of the structural panel. For clarity, only one 
of the two output combiner networks—composed of 
five two-way power combiners—is shown. The other 
combiner network is offset and passes through the 
one shown. Sixteen interconnecting waveguide ports 
pass through the main structural panel and slip into 
eight horizontally polarized and eight vertically 
polarized output ports located on the eight-way 
power combiners. On the underside of the middle 
pair of the four-way power combiners are two output 
ports, one horizontally polarized and one vertically 
polarized. Fastening the aperture cover assembly to 
the main support panel completes the antenna 
assembly. 

Figure 2. Antenna Array Assembly 
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TWO-WAY POWER OMOER' 

Figure 3. Horn/OMJ, Phase Shifters, and Two-Way Power Combiner Assembly 

INTERMEDIATE 
STRUCTURAL 
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HORIZONTALLY 
POLARIZED 
EIGHT-WAY POWER 

HORWMU. PHASE SHFTER. 
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ASSEMBLY 

/! 
VERTICALLY 
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INTERMEDIATE STRUCTURAL 
PANEL-MOUNTING BRACKETS 

Figure 4. 4 x 16 Element Subarray Assembly 
APERTURE COVER SUPPORT 

4 X16 ELEMENT SUBARRAY ASSEMBLY EARTHDECK MOUNTWG POINT 

1X1« OUTPUT 
COMBINER NETWORK 

STRUCTURAL PANEL 

APERTURE COVER 

Figure 5. Exploded View of Antenna Array Assembly 

222 



AIRBORNE RECEPTION OF DATA AND DffiECT BROADCAST TV USING A 
PHASED ARRAY ANTENNA 

Charles O. Adler, Derek J. Van Alen, Ronald S. Carson, Arthur F. Morrison, 
Mathew E. Lavelle, Eric D. Anderson, Gordon R. Onorati, Jeffrey K. Cunningham 

Boeing, Space & Communications 
P.O. Box 3999MC8Y-98 

Seattle, WA, USA, 98124-2499 

ABSTRACT 
The rapid growth of ground based broadband services and the advent of high power Ku band broadcast satellites 
compatible with relatively small aperture terminals have provided the incentives and the channels for providing 
broadband services to highly mobile users such as aircraft. There are a number of antenna system options that 
provide a capability for tracking a satellite broadcast from a moving platform. This paper describes one of these 
options - the Boeing commercial Ku band receive phased array antenna system. 

This antenna system is a proven, production system. It is currently being used to provide worldwide broadband data 
and commercial satellite television services for a variety of business and military aircraft customers. 

1. INTRODUCTION 
An earlier paper described the Boeing commercial Ku band phased array receive antenna with a focus on antenna 
details [1]. This paper focuses on a system level description, starting with a summary of the developmental and 
operational history of the system in section 2. Section 3 follows with an antenna system level description. Section 4 
is a discussion of the system level performance with respect to the operational satellite environment. Section 5 
provides a summary. 

2. A SHORT DEVELOPMENTAL AND OPERATIONAL HISTORY 
Over the past 12 years, and with significant investments, Boeing has developed a phased array technology that is in 
production, space qualified, and has been applied successfully to receive and transmit applications from 7 to 44 GHz. 

Work on applying this technology to a commercial Ku band antenna for satellite broadcast reception by airborne 
users began in 1993. By 1996, three prototype Single-Polarization Receive (SPR) antennas had been built. That same 
year, these antennas were installed and flown on aircraft including a Cessna 206 light aircraft, a military aircraft and 
a privately owned Boeing 757 business jet. The Boeing 757 installation was left in place through the end of 1999 and 
amassed over 3000 flight hours of fault free operation. The SPR antennas were successful antennas but they were not 
optimized for mass production and operationally they had a single (switchable) circular polarization output with an 
instantaneous bandwidth of 100 MHz. 

To provide a more commercially viable antenna system, Boeing built a production dual polarization receive, 
circular/linear antenna system with a 500 MHz instantaneous bandwidth. The first production versions of the Dual- 
Polarization Receive (DPR) antenna system came off the production line in late 1997. 

By the latter half of 1998 a capability to electronically switch between linear and circular polarization was added to 
allow operation with a worldwide range of services. This capability was demonstrated using European and Middle 
Eastern broadcast services and has been added to all production units. 

At the end of 1999 an initial production run of over 25 antenna systems has been completed, and DPR systems are 
available as 'off the shelf systems. Proven, highly automated production processes are in place for follow-on 
production runs. 

Figure 1 summarizes the operational history for a subset of the Boeing SPR and DPR Ku band antennas through the 
end of November 1999. All of the Business Jet DPR system installations have been FAA Supplemental Type 
Certifications (STCs). Most of these installations have been Multiple STCs and all of these installations have been 
certified for multi-region (3&4) service. Flight operations with a variety of US, European and Middle Eastern 
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broadcast TV services are routinely taking place. A system with in-flight broadband internet/intranet access has been 
installed on several privately owned Boeing 757 and 737 business jets and broadband in-flight data downloads for 
customers have been accomplished using US (both Broadcast Satellite Service (BSS) and Fixed Satellite Service 
(FSS)) and European satellite services. This service history demonstrates the flexibility of the system. 

£: 

CONUS Ground Demos & Tests 
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1996 
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Ur, 
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H D"91 Beem. Circular Polarization. 100 MHz Instantaneous Bandnidh 

H Dual Beam, Switchable Circular/Linear Polarization, 500 MHz Instantaneous BanoVridth 

Figure 1. Boeing Ku Band Operational Summary 

3. ANTENNA SYSTEM DESCRIPTION 
The system is applicable to a wide range of air, land and sea mobile platforms. The target aircraft market for this 
antenna system includes commercial, military, and business-jet airliner class aircraft. Common system level 
attributes important to the customers operating these aircraft include ease of operation, ease of integration to aircraft 
(Irti) systems, high quality reception, high reliability, ease and low cost of installation and maintenance, low 
aerodynamic profile, and high operational flexibility. These are areas where this phased array technology can offer 
significant advantages. For example, the DPR antenna is designed for a minimum ten-year maintenance free 
installation. Table 1 summarizes a number of important system level parameters. Figure 2 shows a representative 
antenna installation. 

Figure 3 is a block diagram of the antenna system. The DPR antenna is a dual beam, circular polarization antenna. It 
outputs simultaneous, independently steerable Left-Hand Circular Polarization (LHCP) and Right-Hand Circular 
Polarization (RHCP) Ku band signals. These signals are fed into a Linear-Polarization Converter (LPC) box that 
takes the dual circular inputs and converts them to dual linear outputs as required. Following the LPC is a Low-Noise 
amplifier, Block down-converter (LNB). This has dual band, dual channel functionality and outputs L-band IF (950- 
1450 MHz) signals. There is also a product improvement of a fully tunable LNB/LPC unit with a 950 to 2150 MHz 
IF range. The output of the LNB is fed through the system controller where RF detector functionality is tied in with 
digital beam control functionality to provide a variety of tracking options. In a typical installation the ff signal is fed 
from the System Phased Array Controller (SPAC) into an RF multiswitch for distribution to a variety of satellite 
television or data Integrated Receiver Decoders (ERDs). 

Table 1. DPR System Level Parameters 

Polarization - Dual Circular or Dual Linear (Electronically Selected) 
# of independently steerable beams (circular polarization) = 2 
Overall Bandwidth - ll .45 GHz to 12.75 GHz 
Instantaneous Bandwidth - 500 MHz 
Satellite Tracking Rate - Up to 30° /s 
G/T at 0° Scan-12.5 dB/K 
Active Aperture -17" x 26" 
Antenna Thickness -1 .T 
Antenna Beamwidths - 2° x 3° 
Aerodynamic Drag (typical at cruise) ~20 Lbs. 
Aircraft navigation data input - ARINC 429IRU data  
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Figure 2. Representative DPR Antenna 
Installation Figure 3. DPR Antenna System Block Diagram 

4. SYSTEM PERFORMANCE 
Two of the key performance specifications for this system are maximum scan angle, i.e. the antenna look angle 
measured from antenna broadside, and the capability to maintain track under dynamic conditions, i.e. the ability to 
handle angular rates. All phased array antennas exhibit scan loss: decreasing gain with increasing scan angle. 
Assuming the absence of grating lobes, the maximum antenna scan angle is that angle at which the link just closes. 
Therefore, the maximum scan angle is determined by antenna scan loss, satellite power, and the desired data rate. 
The Boeing phased array scan performance is very close to the theoretical maximum, falling off with scan angle 
(theta) very nearly as cos(theta). The design specifications for this system allow for scan angles of 63° with typical 
services and the ability to maintain track with angular rates of up to 67sec. The system has routinely exceeded both 
of these specifications with operations at 70° scan angle and rates of up to 307sec. This performance though, can be 
dependent on operational considerations, in particular, the satellite environment. 

Satellite Environment: As touched on in the operational history, there are two primary commercial Ku band 
satellite service types: FSS and BSS. In the US, BSS satellites are used by the major direct satellite TV services 
while FSS satellites are much more plentiful and are used for a variety of commercial and direct-to-home data 
services as well as broadcast TV services. In the US, Ku band FSS satellites are linearly polarized with a frequency 
range of 11.7-12.2 GHz. US BSS satellites are circularly polarized with a frequency range of 12.2 - 12.7 GHz. The 
GE-2 satellite with twenty-four 36 MHz transponders and max EERPs of better than 48 dBW is representative of FSS 
satellites in the US. The DBS-1 satellite with sixteen 24 MHz transponders giving max EIRPs of better than 54 dBW 
is typical of US BSS satellites. Co-frequency spacing on FSS satellites is typically 2°, while it is limited to 9° for BSS 
satellites [2]. The tighter orbital spacing and lower power levels of the FSS satellites can present challenges for a 
small-aperture mobile antenna system. 

The antenna supports communications with both FSS and BSS satellites. It covers both frequency bands, and is 
capable of tracking either sense circular polarization, or linear polarization. Because of their (typically) higher power, 
and wider spacing, the antenna (typically) supports a higher data rate with BSS satellites. 

Actual performance from flight tests in the US, Europe, Middle East and North Africa has been determined on 
aircraft with production DPR Antenna systems installed. BSS and FSS satellite reception has been verified for all of 
CONUS. Satellite coverage in Europe, including all of UK, has been verified for services on Astra 2A Astra 1 and 
Hotbird 2/3. North African coverage has been verified for most of southern Mediterranean Sea and the North Africa 
land mass covered by services on NileSat 101. Finally, coverage for services on Arabsat 3A have been verified for all 
of Saudi Arabia and other areas of the Middle East. 

Performance with BSS Satellites: The antenna is capable of receiving simultaneous, full rate (up to 30 Mbps per 
transponder) video from two direct broadcast satellites. Figure 4 shows the roll-off of signal quality with increasing 
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scan angle for a BSS based service (signal quality is a measure of Bit Error Rate). In this case, high quality video 
outputs were maintained to about 70° of scan angle. 

Using an RF power-tracking mode, rates of 307sec with stable, high quality video output have been achieved 
repeatedly in test with actual BSS satellite services. These high track rates are a major strength of this technology and 
are being significantly increased with ongoing product improvements. 

Performance with FSS Satellites: The antenna is capable of tracking linear polarization from an FSS satellite, and 
has been used successfully with a number of FSS satellites. Because of their lower power, and closer spacing, the 
signal to interference plus noise ratio (SINR) with these satellites tends to support a lower data rate than with a BSS 
satellite. The DPR antenna has a rectangular aperture, resulting in main beam dimensions and side lobes that vary 
with azimuth. At broadside the main beam width varies from about 3° to about 2° (depending on heading) - the same 
magnitude as US FSS satellite spacing. Link performance (Eb/N0) can be maintained in the face of reduced power 
and increased interference by lowering the data rate. The lower bandwidth associated with lower data rate allows 
reductions in both noise and interference power, without affecting signal power. The antenna can be operated 
simultaneously with two FSS satellites, albeit at a lower data rate per satellite (half at best) than with single satellite. 
In this case, the cross-polarization must be clear - a condition satisfied in the guard band of most FSS satellites. 

Over the past three years, the system has been used for numerous in-flight operations with broadband data services 
(with data rates up to 6 Mbps). In flight, broadband, FSS operations have been recorded at close to 70° scan angle. 
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Figure 4. Measured Maximum IRD Reported Signal Quality vs. Scan Angle for a DPR Antenna Operating 
with a BSS Satellite 

5. SUMMARY 
The Boeing DPR antenna provides a proven, in-production, technology and architecture. It has a record of high 
operational reliability, performance, and flexibility, including providing world-wide FSS or BSS operations from a 
single system. Ongoing product improvements are strengthening the already impressive performance of the system 
while decreasing costs. 

This system has the architecture and performance to handle a wide variety of operational scenarios. With its dual, 
completely independently controlled beams, high track rates and near instantaneous re-pointing capability, the DPR 
system can even potentially handle non-geo satellites (in the appropriate frequency band) with no modification. 
In the area of phased array technology, the combination of the wide variety of systems built and fielded and the 
production and operational experience gained by having a phased array antenna system in commercial production 
and deployed on a range of private and military platforms has given Boeing a proven product line with significant 
performance and operational advantages. 
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Ku-Band Transmit Phased Array Antenna for use in FSS Communication Systems 

S. A. Raby, R. Y. Shimoda, P. T. Heisen, D. E. Riemer, B. L. Blaser, G. R. Onorati 
Boeing Phantom Works 

P.O. Box 3999, Seattle, WA 98124 

Abstract. Boeing has developed an active transmit phased array for use in the 14-14.5 GHz Fixed 
Satellite Service (FSS) spectrum. The array consists of 254 actively controlled elements that radiate 
variable linear polarization. Measured boresight EIRP is 41 dBW with a beamwidth of 6°. Cross- 
polarization isolation is better than 25 dB at boresight. The antenna can track a satellite from a fixed or 
moving platform with angular tracking rates better than 30 degrees/sec and at grating lobe-free scan 
angles greater than 60°from zenith. The antenna, when used with Boeing's commercially available 1515 
element ku-band receive array, provides mobile users a highly capable communications link utilizing 
geostationary FSS satellites. 

Introduction. To meet the growing demands of mobile communications users, and to utilize the large 
number of resources available in the commercial satellite FSS band (11.7-12.2 GHz downlink, 14.0-14.5 
GHz uplink), Boeing has introduced a commercially available receive phased array antenna and a 
prototype transmit phased array antenna. Two transmit antennas have been built; one of which was 
delivered to NASA John H. Glenn Research Center for use in their ongoing research exploring next- 
generation air traffic control systems. The other transmit antenna was built for internal Boeing use. 
These systems allow a high-data-rate satellite uplink (typically greater than 20 Mbps) to a mobile 
platform (e.g., aircraft) and a lower rate satellite backhaul (typically 0.4-0.6 Mbps) from the mobile 
platform to a fixed ground station. 

Antenna Design. The transmit antenna architecture combines features of many of the communication 
phased arrays that Boeing has developed [l]-[4] and is shown in Figure 1. RF energy is distributed by a 
corporate feed network integrated into a multilayer wiring board (MLWB). The MLWB also distributes 
dc and logic signals to the 254 element locations. Vertical connectors (termed 'fuzzbuttons') electrically 
and thermally join the MLWB to each module. The modules are connected to circular waveguide 
radiators that are tightly spaced in a triangular lattice and form a 16x16 element rectangular array. 

Each module contains a multilayer hermetic ceramic package which houses a silicon ASIC phase 
shifter buffer and two GaAs devices that provide gain and define appropriate phase to the RF signal. The 
phase shifter buffer interfaces the beam steering controller to the module phase shifters. The incoming RF 
signal is split in-phase into two channels. Each channel is assigned four-bit phase information, amplified 
through two stages, combined via a Lange-type coupler, and radiated by orthogonal waveguide probes 
that are embedded in a dielectrically loaded circular waveguide. Varying the phase offset between the 
two-phase shifters generates linear polarization of arbitrary orientation. A multilayer wide-angle 
impedance matching (WAIM) substrate is used to provide environmental protection and to optimize scan 
performance. 

Array Performance. The transmit antenna is shown in Figure 2 alongside the receive antenna for 
purposes of size comparison. The transmit antenna is approximately 13"x9" with a thickness of 1.5". For 
testing and characterization, it was installed in a five foot near-field scanner facility and insertion phase 
compensation was developed at 14.25 GHz. Additionally, linear polarization scans were taken to obtain 
an optimized directivity of 29.0 dBi and an aperture efficiency of 95.6%. Measured directivity was 
within 0.1 dB of expected. The antenna was then installed in a 32 foot indoor antenna range, where 
antenna patterns were taken at 14, 14.25,14.5, and 15 GHz for a variety of elevation/azimuth scan angles. 
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The measured co-polarization and cross-polarization EIRP at 14.25 GHz for various main beam elevation 
scan angles and <j> = 0° are shown in Figure 3. EIRP was measured when the antenna was driven at the 1 
dB compression point. This EIRP corresponds to an output power of approximately 75 mW per element 
and an input power to the array of approximately 27.5 dBm. Input power to achieve 1 dB compression 
varied by 3 dB from 14-15 GHz. Measured half power beamwidth at boresight was 6° and 12° at 60° 
scan. At 60°, measured scan loss was 3.3 dB which compares well with a cos(G)1' distribution. Cross- 
polarization isolation was better than 25 dB at boresight and 16 dB at 70° scan from 14-15 GHz. 

Measured versus commanded polarization angle at 14.25 GHz and the 1-dB compression point 
are shown in Figure 4. Measured polarization angle was within 5° of the commanded angle for all angles 
considered, resulting in negligible EIRP loss. A summary of measured versus commanded pointing 
angles is shown in Table 1. Pointing error was less than 10% for all scan angles considered. 

Table 1. Measured vs. commanded scan angle and associated % error 
Commanded Scan Angle - 

Degrees 
Theta,phi 

Measured Scan 
Angle (Theta)- 

Degrees 
% Error 

0,0 0 0 
20,0 19.6 2.0 
40,0 39.4 1.5 
60,0 58.4 2.7 
70,0 66.4 5.1 
0,90 0 0 
20,90 20.2 1.0 
40,90 39.6 1.0 
60,90 60.0 0 
70,90 66.2 5.4 

System Operation. The beam steering controller functions are calculated by a separate controller and 
serially transmitted to the antenna. A programmable gate array located inside the array performs a serial- 
to-parallel conversion and distributes the logic signals to the appropriate module locations via the 
MLWB. For polarization and closed-loop tracking, the receive antenna system must be used in 
conjunction with the transmit antenna in order to track signal level and polarization orientation. Using a 
sequential lobing technique, the receive antenna autonomously tracks the intended satellite, and the 
resulting beam pointing information is communicated to the transmit antenna via the system phased array 
controller (SPAC). One SPAC can control both the receive and transmit antenna arrays. An ARTNC 429 
interface to a navigation system can be used to acquire/reacquire satellite location. 

The antenna has been used with the Telstar VI satellite at data rates of 200 kbps at 60° scan. A 
data rate of 400 kbps was achieved at broadside. The architecture is eminently scalable; much higher data 
rates would be possible with larger arrays. 
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Conclusion. Boeing has successfully developed a prototype actively controlled transmit phased array 
antenna for use in the commercial FSS frequency band. The antenna offers an EERP of 36-41 dBW over a 
conical scan volume of greater than 120°, variable linear polarization and angular tracking rates in excess 
of 307sec. The design is based on a successful, low cost commercial architecture making future 
development of the antenna very affordable. It can be easily scaled to accommodate larger apertures for 
users with higher throughput demands. When used with Boeing's complementary receive phased array 
antenna, this transmit/receive antenna system provides users with a highly capable mobile 
communications solution. 

Acknowledgments. The authors would like to thank D. N. Rasmussen for his work characterizing the 
transmit antenna in the antenna range and near-field scanner facility. 

References 
[1] E.J. Vertatschitsch, G.W. Fitzsimmons, "Boeing Satellite Television Airplane Receiving System 
(STARS) Performance," International Mobile Satellite Conference, Ottawa, Canada, June 6-8,1995. 
[2] R.Y. Shimoda, E.A. Sorenson, G.R. Onorati, "SHF Transmit/Receive Communication Phased Array 
Antenna," MILCOM, Atlantic City, NJ, Nov 2-4,1999. 
[3] R.W. Huggins, P.T. Heisen, G.E. Miller, DJ. McMeen, "Phased Array Transmit Antenna for a 
Satellite," IEEE APS Intl. Symposium Digest, vol. 1, July 1999, pp. 150-153. 
[4] M. Chen, D.E. Reimer, D.N. Rasmussen, J.E. Wallace, H.J. Redd, R.C. Ettore, D.B. Peterson, R.N. 
Bostwick, G.E. Miller, "A 20-GHz Active Receive Phased Array Antenna for Navy Surface Ship Satellite 
Communications Applications," IEEE APS Intl. Symposium Digest, vol. 4, July 1999, pp. 2310-2313. 

Dielectric-filled 
circular waveguide 
radiator 

Fuzzbutton' vertical 
interconnect 

^ 

Phase shifter buffer- 
silicon CMOS 

Clock 

MLWB 
withRF 
dividers, 
DC/logic 
dist. 

WAIM 

Figure 1. Antenna architecture. 

229 



Figure 2. Transmit and receive phased array antennas. 
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For Submarine Satellite Communications 
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Raytheon Systems Company, El Segundo, CA 

William Craig 
Naval Undersea Warfare Center, Newport, Rhode Island 

I. Introduction 
There is currently a strong desire to achieve a level of connectivity for U.S. submarines that is 
comparable to other Naval platforms. To meet this goal, the submarine must support higher data rate 
communications via satellite. A candidate link is through the Defense Satellite Communications 
System (DSCS). The Submarine SHF Phased Array Antenna program, funded by the Office of Naval 
Research (ONR 313), has developed a phased array antenna that will support communications via 
DSCS while addressing the stringent volumetric and environmental constraints imposed by the 
submarine. An overview of this program is described in more detail in reference [1]. The DSCS 
operating band is in the low X-Band with right-hand circular polarized (RHCP) uplink and left-hand 
circular polarized (LHCP) downlink and therefore requires a dual-polarized antenna. The high static 
seawater pressures and other environmental conditions require a very high strength array structure. In 
order to fit within the existing submarine sail, the antenna must be very thin. In this paper, a low- 
profile X-Band phased array providing dual circular polarizations for submarine satellite 
communications is described. Representative test results will be shown. The calibration procedures 
used for the assembly of the array panel will be discussed. It is shown that good test results have been 
obtained from a near field probe test and various interesting array patterns can be obtained by 
adjusting the transmit/receive (T/R) modules. 

II. Array Design 
For the submarine application, the antenna will be subjected to the harsh sea water environment and be 
required to withstand an external hydrostatic pressures of over 1000 pounds per square inch (psi) and 
also dynamic wave slap conditions of over 9 psi. Figure 1 shows a cross-section of the thin (2.5") tile- 
based array design. To meet the design goals, wideband low-profile stacked disk radiators are chosen 
for the aperture with a conformal radome. A discussion of the design and analysis of these low profile 
stacked disk radiators is given in reference [2]. Incompressible material such as Duroid TMM3 and 
R4003 must be used to withstand the water pressure. Figure 2 shows an assembly view of the 
completed wideband, four-channel radiator tile. The feeding circuits for the stacked disks are printed 
on multiple layers in order to fit within the radiator spacing. Two wideband 180° hybrid circuits and 
one 90° hybrid are used with each radiator for dual polarization application. The array housing 
structure is made from titanium due to the environmental constraints of the submarine platform. This 
provides a lightweight and stiff structure. An assembly view of the T/R module is shown in Figure 3. 
Four T/R channels are packaged within each module. Each channel is made up of a transmit amplifier 
driving the RHCP radiator port and a receive low noise amplifier accepting signals from LHCP radiator 
port. Each channel provides 5 bits (31 dB) of gain control and 6 bits of phase control. The maximum 
power out used is 17 dBm, which is adequate for this application. The module noise figure is around 
2.5 dB from 7-11 GHz. The module tiles are constructed from multi-layer low-temperature cofired 
ceramic (LTCC) material. The modules are held in place within an egg-crate titanium structure that 
will protect the modules from hydrostatic pressures. The RF feeds and the power/signal distribution 
boards are built in a layered configuration. Compressive interconnects are used for interconnects 
between the power distribution boards. The overall thickness of the array panel is 2.5 inches. 

0-7803-6345-0/00/$10.00 © 2000 IEEE 231 



To verify the performance of the radiator and the T/R module prior to the installation of these 
components to the array, a test array with 2x6 active elements (Figure 4) has been successfully tested. 
Measured and predicted results are in good agreement as shown in Figure 5. 

m.   Assembly and Test 
Figure 6 shows a front view of the assembled array panel. The array consists of 12 small signal/power 
distribution boards, 7 small azimuth feeds, one large elevation feed, one large signal/power distribution 
board and numerous vertical vias and coaxial connectors. The aperture consists of 196 four-channel 
T/R modules (784 T/R channels) and 784 low profile radiators. Liquid cooling is provided for the 
array through cooling channels and cold plates on the backside of the array. At the front of the array we 
have a thin radome and radome bezel (not shown in the figure). This forms the outer water barrier for 
the array. 
In order to ensure the performance of the array, several functional tests were conducted at different 
levels of the assembly using appropriate special test equipment (STE). The STE hardware simulates 
full panel distribution functions for small sections of the array and checks the functions of control 
signal system, power system, RF system and cooling system. The lower level STEs are progressively 
replaced by actual components and interconnects for higher level test during the assembly of the array. 
Extensive test results have been obtained from these STE tests. The completed subarrays are then 
tested in a near field probe range to verify their performance. Typical results are shown in Figure 7 for 
a broadside beam for a 72-element (4x18) subarray. The measured results are close to the expected 
results. Many interesting patterns have been obtained from the subarray by varying T/R module 
amplitude and phase weighting as shown in Figure 8 for a 30 degree scan case and in Figure 9 for a 
Taylor distribution case. A phase-up procedure with the near field back transform calibration 
techniques has been demonstrated successfully in these results. 

m.     Conclusion 
The assembly and test of a low profile X-Band active phased array for satellite communications is 
presented in this paper. An array panel consisting of 784 active elements has been assembled. The 
functions of the radiator and T/R modules and signal distribution boards in the array have been verified 
using special test equipment. Good array performance has been demonstrated in a near-field probe 
range. 
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Figure 6. An overview of the 784 element array panel 
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Introduction 

There is a critical need for enabling technologies that will reduce the mass, physical size and cost 
of major spacecraft components. Virtually all spacecraft include at least one large-aperture 
telecommunications antenna and a large-aperture solar array. Combining these large apertures 
will achieve critical goal of reducing spacecraft mass, stowage volume, cost, and deployed 
surface area, without significantly affecting the performance of either the antenna or solar array 
[1]. This will also facilitate spacecraft maneuvers and attitude control, and increase the field of 
view of scientific instruments. The performance of the RF antenna and solar array both vary with 
the cosine of the angle from their broadside directions. This would allow significant mission 
flexibility and the potential to optimize the integrated array pointing-angle between the Sun and 
the Earth to obtain the proper combination of electrical power and RF gain. Most deep space 
missions have Sun/Earth subtended angles of less than 40°. If an integrated array were pointed 
half-way between the Sun and the Earth with a 40° subtended angle, then this would represent 
only a 0.5 dB loss for the antenna and only a 6% reduction in solar array output. 

The objective of this research effort was to develop and demonstrate an integrated high-gain RF 
antenna and solar array technology for spacecraft application. The RF antenna technology 
selected was a printed microstrip reflectarray, which uses a large number of thin crossed-dipoles 
as the radiating elements. A microstrip reflectarray has the capability of integration with a solar 
array for the following reasons: 

1) the reflectarray consists of many array elements printed on a flat panel, which is illuminated 
by a feed horn and does not require a power division network 

2) the electrical characteristics of a reflectarray are similar to those of a conventional curved 
parabolic reflector, but since its aperture is physically flat and its elements function without 
power division network, it is amenable to integration with a flat solar panel; and, 

3) the microstrip dipoles that are used as array elements are physically very thin, and will not 
significantly reduce blockage of sunlight to the solar cells situated below the RF elements. 

Although both the microstrip reflectarray and the solar array are very thin in profile and low in 
mass, they separately require massive and large support panels to maintain their required aperture 
flatness. By combining the antenna and solar panels, thus eliminating one support structure, 
significant mass and launch vehicle stowage volume savings can be achieved. The goal of this 
research effort was to breadboard and test a half-meter-diameter aperture that was populated by 
both X-band reflectarray crossed-dipole elements and silicon solar cells. 
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Antenna Description 

The reflectarray in this design consists of 408 X-band crossed-dipole elements that are etched 
onto a Kapton substrate, which is then laid on top of a standard solar array. The element spacing 
on the reflectarray was chosen to fit the solar cell size. The integrated solar/RF array consists of 
four basic components: 1) a mechanical support structure; 2) an X-band feed horn; 3) a solar 
array with 198 silicon solar cells; and, 4) a thin-film polyimide material (Kapton) with 408 
printed reflectarray crossed dipoles. Fig. 1 shows a photograph of the final antenna, and Fig. 2 
shows a sketch of the antenna cross-section with a top view of a single solar cell. Support for 
both the reflectarray and the solar cells is provided by a circular anodized aluminum plate, which 
is 0.5m in diameter and 6.4mm thick. A tripod strut assembly is used to hold a circularly- 
polarized, conical feed-horn with a 3dB-beamwidth of 39° and a -9dB edge taper to the aperture. 
The f/D ratio of the structure is 0.75. The solar cells are secured directly onto of the anodized 
aluminum plate with a silicon-based adhesive. A 1.52mm-thick (60mil) coverglass, which serves 
to protect die solar cell in space, is bonded to the top of each cell. This coverglass also provides 
the necessary vertical separation between the solar cells and the dipoles. The printed crossed- 
dipoles are etched onto a sheet of 0.051mm-thick (2mil) Kapton membrane, and secured to the 
top of the coverglasses with a silicon-based adhesive. Even though Kapton absorbs a significant 
amount of light energy in the same spectral region as the solar cells, which reduces the amount of 
light that reaches the solar cells, it was chosen because it is readily available in large pieces with a 
thin copper coating that is easily etched. This was a carefully considered trade. Polymers with 
higher optical transparency would be favored for future versions of the integrated array. 

The reflectarray was designed using software developed by The University of Massachusetts [2], 
and used the Moment Method technique. Since the effect of the inhomogeneous nature of the 
cross-section, particularly the irregular ground plane (see Fig. 2), on the performance of the 
reflectarray was unclear, the strategy adopted was to etch three separate reflectarrays - one 
designed at the desired center frequency of 8.4GHz, and the other two ±3% away. 

Results and Discussion 

The solar array results were very good. While the Kapton membrane alone (no dipoles) reduced 
the power output of the cells by 40.5% (from the reference of using just coverglasses), the 
addition of the dipoles only reduced the output by about 10%, which would then be the expected 
overall loss if an optically clear membrane were used. This loss in power could be easily 
regained by increasing the area of the solar array by 10%, or by increasing the sides of a square 
array by only 5%. This is a very small amount considering the overall reductions of mass and 
volume realized by combining the RF and solar arrays. 

The news for the RF portion, while encouraging, was not as good. As can be seen from the 
radiation patterns in Fig. 3, the reflectarray did form a coherent beam in the far field; however, 
the measured aperture efficiency was only about 10% - far from the expected value of 40%. This 
relatively low efficiency is likely the result of two main factors. First, the electrical 
characteristics of the overall reflectarray substrate, especially the inhomogeneous ground plane, 
were not well-understood or well-considered in the design, mainly because the fine, 
inhomogeneous silver grid on the top surface of the solar cells is difficult to characterize. The 
second factor has to do with the reflectarray element itself. It was felt that elements other than 
crossed-dipoles should be examined in an attempt to find an optimal element. Future work to 
improve the RF performance would focus on these two areas.  Nevertheless, the result of this 
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development indicates that the integration of large antenna and solar array apertures is highly 
feasible. 
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Figure 1. Photograph of integrated solar array with reflectarray 
crossed-dipole elements. 
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Abstract 
The paper describes the development of a C-band, dual- 
linear polarization wideband antenna array, for use in the 
next-generation of the Danish airborne polarimetric 
synthetic aperture radar (SAR) system. The array is made of 
probe-fed, stacked microstrip patches. The design and 
performance of the basic stacked patch element, operating 
from 4.9 GHz to 5.7 GHz, and a 2x2 element test-array of 
these, are described. 

Introduction 
High-resolution airborne and spaceborne imaging of the 
Earth is often carried out using remote sensing techniques, 
such as SAR. Early SAR systems were single-polarization 
instruments, but time has seen a growing interest in dual- 
polarization (i.e. "polarimetric") SAR systems. The reason 
for this trend is the additional amount of geophysical 
information, which it is possible to extract from polarimetric 
SAR data, compared to single-polarization data. It is well 
known, that radar signatures of e.g. crops are polarization 
dependent. An intuitive physical explanation of this 
dependence is, that the vertical polarization primarily are 
reflected by the vertical structures (e.g. straws, trunks), 
whereas the horizontal polarization are in stead reflected by 
the predominantly horizontal structures (e.g. branches). 
Mapping an area with polarimetric SAR thus provides more 
information, hence allows more details to be distinguished 
and increases the ability to classify targets. Future SAR 
systems for e.g. crop study and monitoring are therefore 
required to be polarimetric instruments. Several space 
agencies and other institutions are currently developing such 
next-generation polarimetric SAR systems, [1] - [4J. 

Resolution requirements for future SAR systems 
Several polarimetric SAR systems have already been built 
and flown, incl. the Danish L- and C-band system, 
EMISAR, developed at Department of Electromagnetic 
Systems, Technical University of Denmark (EMI), [5J. The 
EMISAR system has a resolution of approx. 2 m in both 
range and elevation. At the time of design (1993) this was 
state-of-the-art, but not least due to the rapidly advancing 
digital technology (especially high-speed data acquisition 
and storage systems), higher resolutions are possible today. 
At the same time user demands, e.g. for surveying 
applications, continue to call for increased resolution. Both 
for scientific and commercial mapping purposes, there are a 
desire to achieve resolution of 0.25x 0.25 m. 

The maximum SAR azimuth resolution is not dependent on 
the bandwidth of the transmitted radar chirp, but on the 
pulse-repetition frequency and to a first approximation to 
the physical antenna length, /,. The SAR azimuth- 
resolution, 6RA is limited to: 

SRA = 1/2 

This (frequency independent) result shows, that to obtain an 
azimuth resolution of 0.25 m the antenna should be max. 0.5 
m long. Lower frequency results in less gain with this 
limited antenna length. High-resolution SAR systems 
therefore are difficult at lower microwave frequencies. 

The maximum range-resolution in SAR systems, SRR, and 
the bandwidth requirement are inversely proportional: 

<5R„ = c/(2ßR) 

where BR is the bandwidth of the transmitted pulse and c is 
the speed of light. The present EMISAR system has 100 
MHz bandwidth in both L-band and C-bancf, translating to 

approx. 2 m resolution in range, including proper weighting. 
To obtain 0.25 m resolution in range, the pulsed chirp must 
therefore have an eightfold increase in bandwidth. Although 
the range resolution of both the L-band SAR (with centre 
frequency 1.25 GHz) and the C-band SAR (centered at 5.3 
GHz) is desired to be increased in the next-generation 
EMISAR system, technology will not allow for this in L- 
band. In C-band, however, it may be possible to achieve up 
to 800 MHz bandwidth. The goal therefore is to upgrade 
the, today medium resolution, C-band EMISAR to a nigh- 
resolution system, capable of 800 MHz operation. To be 
compatible with existing and planned civilian and scientific 
air- and spaceborne SAR's (to allow for data comparison), 
the centre frequency shall remain 5.3 GHz. 

Requirements for polarimetric SAR antenna arrays 
Future polarimetric SAR-systems require compact and 
lightweight dual-linear polarization antenna arrays, which 
should preferably be flat to facilitate easy installation; e.g. 
conformal on the fuselage of aircrafts. The arrays' elevation 
plane radiation patterns shall be shaped to resemble a 
modified cosecant-squared shape (to compensate for the 
range-dependence), while the azimuth plane radiation 
patterns shall be narrow, with a moderately low sidelobe 
level, and symmetrical w.r.t. boresight. In order to obtain a 
high degree of polarization discrimination of the overall 
SAR system, it is a further requirement to the array, that it 
should have a low cross-polarization level. An antenna 
element, which complies with these requirements, is the 
microstrip patch. Although it is very narrowbanded as a 
single-layer structure, a stacked patch can be added to 
significantly increase the bandwidth. 

Aperture coupled microstrip patches, although capable of 
offering wide bandwidth, has the drawback that, in a 
Eradical antenna, a closed cavity is required to be placed 

ehind the aperture. Such cavities may lead to a reduction of 
the bandwidth of the "naked" element but, worse, the cavity 
will take up valuable board space underneath the aperture. 
Due to this "real-estate" problem, this cavity may prevent, 
or at least severely complicate, the (already challenging) 
design and layout of the necessarily multilayer beamforming 
network (BFN), which must reside under the groundplane, 
below the aperture. Furthermore, apertures are known to 
excite surface waves far stronger, than probe-fed patches. 
For these reasons aperture-coupled patches is not the 
optimum choice in this application. Probe-fed patches are 
attractive from the a feeding network point of view, since 
the probes does not take up any board space, and easily 
connect the patch to its beamforming network, which is e.g. 
located several layers down from the patch groundplane. For 
this reasons probe-fed patches are chosen. 

The existing C-band EMISAR system [6], operating over an 
approx. 2 % bandwidth, uses a single, probe-fed patch. The 
L-band EMISAR system [7], which is also operating over a 
100 MHz bandwidth (translating to 8 %), uses a stacked 
probe-fed patch. The idea thus was to investigate, if the 
stacked patch concept could be adopted and optimized to 
operate over an 800 MHz bandwidth in C-band. 

Selection of dielectric substrate 
The bandwidth of microstrip patches depends strongly on 
the substrate thickness and -permittivity. For practical 
reasons, C-band patch probes shall be fabricated as 
"integrated via's". Although electrical attractive, this 
mechanical requirement preclude the use of low loss, low 
permittivity foam materials, since via's can neither be 
grown, nor supported, by such soft materials. Hence, for 
bandwidth reasons, it is desirably to use a thick, low 
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permittivity hard substrate. On the other hand, the maximum 
thickness is limited for several reasons: A thick substrate 
may support the (undesirable) propagation of excessive 
surface waves, and will also be heavy, furthermore, it will 
necessarily imply a long feeding probe, which electrically 
act as a large series-inductance, thus reducing the element 
bandwidth. 

Due to fabrication and reliability issues, the multi-layer 
stripline BFN and the radiating patch layer should 
preferably be fabricated using the same type of substrate. 
The wide bandwidth requirement will demand that the 
elements must be fed through a binary-type network in the 
azimuth direction. In the elevation direction, it is desired to 
shape the elevation pattern, so that it will resemble a 
modified cosecant-squared pattern. This elevation BFN will 
be implemented using couplers and lines. It is desirable to 
be able to vary the characteristic impedance of the striplines 
over a wide range (w.r.t. 50 Q), within acceptable 
linewidths (e.g. 5 mm to 0.5 mm) to facilitate the design of 
these couplers, lines and necessary impedance matching 
networks. This requirement also calls for the use of a low 
permittivity substrate, although its thickness can be chosen 
independently of the patch substrate thickness. The design 
of the BFN, however, is a separate task, and will not be 
covered in this paper. 

In this work, 32 mil (0.8128 mm) Rogers RO4003 substrate 
was initially chosen for the driven patch, having a dielectric 
constant e=3.38 and loss tangent tan8=0.0027 @ 10 GHz. 
The RO4Ö03 material is constructed as woven glass cloth, 
impregnated with a ceramic loaded fhermoset plastic resin 
to yield a thermally stable rigid laminate with electrical 
groperties suitable for microwave frequencies Although the 

:O4003 permittivity and dielectric loss factor is somewhat 
higher than PTFE-based materials (e.g. Rogers RT/duroid 
5870 having £=2.22 and tan8=0.0009 @ 10 GHz), RO4003 
is attractive in an antenna feasibility study like the present, 
since RO4003 resembles FR4 in mechanical integrity and 
can be fabricated like basic FR4 material (and also because 
of its much lower price). Hence prototype development of 
stripline PCB's with integrated via's is much faster and 
cheaper if using RO4003 materials, than if using a PTFE- 
material. 

Design of the C-band wideband element 
The starting point in the design of a stacked patch, is the 
design of the driven (i.e. single-layer) patch, shown in Fig. 
1. It is designed so that its resonance frequency is in the 
centre of the band, i.e. 5.3 GHz. 
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Fig.l. Dual polarization probe-fed microstrip single patch; 
a) Top view of the patch, b) cross section. 

The patch is fed close to its edges using 0.6 mm diameter 
probes (in the laboratory patch, the probe is directly made 
from the center conductor of a SMA-connector). Two 
probes (designated "H" and "V"), located on the patch' 
center lines, are used to excite the patch in orthogonal 
modes. This orthogonality will have the effect, that the 
coupling between the H and V-ports (i.e. the scattering 
parameter S,,) remains fairly low in the vicinity of the patch 
resonance frequencies ("resonance frequency" is defined as 
the frequency at which the real part of the patchs' input 
impedance achieves its maximum value, when the reference 
plane is at the upper side of the ground plane). The 
measured input impedance of the driven patch alone is 
shown in Fig. 2. 
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Fig. 2. Measured S-parameters and input impedance of single- 
layer C-band microstrip patch. 

There is only one resonance in the band shown (approx. at 
5.3 GHz). The impedance for the two ports is identical. An 
interesting experimental observation is, that the resonance 
frequency occurs at the same frequency where the two ports 
are best de-coupled (i.e. at the frequency where the 
scattering parameter S exhibits its minimum). At this 
frequency it can therefore be expected, that the cross- 
polarization level of the patch will be best, because S,, is 
minimum. When designing microstrip patches for düal- 
polarization purposes, it is important to obtain a low level of 
the element S21, since the "cross-coupled" power will 
directly affect the cross-polarization level. 

The impedance match of the single-layer patch to 50 Q (i.e. 
the scattering parameter Su) is quite poor, but this is a direct 
consequence of the patch being fed at the edge. Here the 
input impedance is on the order of 300 Q.. If a single-layer 
patch is desired to have a good intrinsic match to a lower 
impedance level (e.g. 50 ß), this can easily be accomplished 
simply by moving the feed points towards the patch center. 

The measured radiation pattern of the single-layer probe-fed 
microstrip patch is shown in Fig. 3. All pattern 
measurements presented in this paper have been performed 
in the spherical near-field test facility of EMI, [8]. 
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Fig. 3. Radiation pattern of single (unstacked) microstrip patch 
(f = 5.3 GHz). 

The co-polarized fields in the E-planes (i.e. H-port fed, 
azimuth cut and V-port fed, elevation cut) show the typical 
rippled behaviour due to diffraction at the edges of the finite 
sized (0.5 m x 0.5 m) ground plane. The co-polarized fields 
in the patch's H-plane, on the other hand, have a much 
smoother appearance. The cross-polarization level in the 
main beam is seen to be approximately of the same 
magnitude as the level of the transmission through the patch 
(approx. -30dB at 5.3 GHz which is almost the same as the 
"intrinsic element-S,,", i.e. S21 measured, but corrected for 
mismatch loss). The peak directivity is approx. 6 dBi. 

As shown in Fig. 2 a single-layer patch can far from achieve 
the 800 MHz bandwidth required, and a stacked patch is 
therefore added. This configuration is shown in Fig. 4. 
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Fig. 4. Dual polarization probe-fed microstrip stacked patch; 
a) Top view of the lower patch, b) cross section. 

The driven patch is identical to the one shown in Fig. 1. The 
upper patch acts as a passive parasitic element. Although the 
impedance of the single (i.e. unstacked) driven patch, when 
fed on its edge, is very high (see Fig. 2), it is significantly 
reduced when being loaded by the stacked patch. Hence, to 
obtain an approx. 50 Ohm input impedance of the stacked 
patch, the driven patch is fed on the edges. The dual linear 
polarization requirement implies, that the stacked microstrip 
patch must be constructed symmetrically. A pair of 
quadratic and co-axially aligned patches is therefore used. 

Since no direct synthesis method for the design of wideband 
stacked microstrip patches is known, an iterative numerical 
design process, using an electromagnetic simulator, was 
adopted. The sizes of and the distance between the two 
patches were varied, until the desired wideband 
performance was obtained. During this process it was found, 
that a good starting point was to design the driven patch 
first, having its resonance frequency lying in the centre of 
the band of interest. The stacked patch adds a second 
resonance, and the task is now to find the parameters so that 
the two resonances balance in value (i.e. are excited equally 
strong), and are spaced in frequency so, that the impedance 
remains constant over the band. 

Using this "numerical iterative design", combined with 
impedance measurements to validate the approach, a 
stacked C-band microstrip patch yielding an near-optimum 
result was found, when the size of the quadratic lower and 
upper patches were 14.5 mm and 19.5 mm, respectively. 
The upper patch is etched on a 0.1 mm FR4 substrate, and 
mounted inverted to let the FR4 material act as 
environmental protection. The spacing between the patches 
is 4.5 mm, using a Rohacell 31 HF foam material having £ 
of 1.05. All layers are glued together, using a 0.1 mm thick 
adhesive film (supplied by 3M; type 665). The measured 
scattering parameters for this element are shown in Fig. 5. 
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Fig. 5 Measured S-parameters and input impedance of 
wideband, stacked C-band microstrip patch. 

A wideband behaviour for the stacked patch is indeed 
observed. Note, that the two "peaks" of the real-part input 
impedance balance quite well. Also, note how the parasitic 
loading of the lower patch leads to a significant decrease of 
the input impedance, compared to the single-layer patch. It 
is seen, that the intrinsic impedance of the stacked patch is 
not very different from 50 Q. (Snof the unmatched patch 
remains below -10 dB in a 50 ß system, over a 860 MHz 
bandwidth). This typical characteristic of the stacked 
patches eases the matching of the element to 50 Q.. 

Rather than matching the element to 50 Q, it should be 
considered to design the entire BFN using a slightly lower 
reference impedance (e.g. 40 Q). This will only require one 
transformation from 40 £2 to 50 Q (at the input of the array), 
thus saving board space and reducing the losses (since the 

loss in a 40 Q system will be lower than the loss in a 50 Q 
system). If reducing the system impedance to 40 Q and 
implementing a simple microstrip matching network at the 
patch feeding point, this has been found to bring S of the 
patch down below -20 dB, over the 800 MHz bandwidth. 

Note that the transmission through the patch (i.e. the 
scattering parameter S21) is seen to exhibit a similar 
"stagger-tuned" characteristic as seen in the real-part of the 
input impedance. The average level of S for the stacked 
patch is somewhat poorer than for the single-layer patch, but 
from a network point-of-view this stagger-tuned behaviour 
is not surprising. Due to this characteristic of S it must be 
expected, that the cross-polarization of the stacked patch is 
slightly worse, than for the single-layer patch. The "stagger- 
tuned behaviour of S2I of a stacked patch may probably be 
the reason why stacked patches are sometimes claimed in 
the literature to have a poorer cross-polarization 
performance, than single-layer patches. The above level of 
S21 (between -20 dB and -25 dB) is typical for wideband, 
probe-fed stacked microstrip patches. 

The measured radiation pattern of the stacked microstrip 
patch is shown in Fig. 6. 
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Fig. 6. Measured radiation pattern of stacked microstrip patch 
(f= 5.3 GHz). 

The stacked patch radiation pattern has a slightly higher 
directivity, compared to the unstacked patch. The H-pTane 
pattern of the stacked patch is somewhat asymmetrical 
(elevation-plane for the H-port fed; azimuth plane for the V- 
port fed). This behaviour is neither expected, nor 
understood, and is believed to have been caused by either 
improper alignment of the two patches or by passive loading 
of the driven patch by adjacent (non-driven, but still 
mutually coupled) patches. A new measurement is planned 
to investigate this further, and will be reported at the 
conference (previously stacked patches designed at EMI 
have all had well-behaved patterns). Despite this slight 
Eattern anomaly, the co- and cross-polarization patterns are 

oth quite usable for arrays. The influence of the ground 
plane is much less significant, than for the single-layer 
Eaten. The pattern remain stable over the full 800 MHz 

andwidth, but the main beam narrows with increasing 
frequency, and the associated peak directivity increases 
from 6.5 dBi at 5.1 GHz to 10 dBi at 5.9 GHz. 

The cross-polarization level for the stacked patch is worse 
than for the single-layer patch, but this was expected, due to 
its higher S,,-level. If this level of cross-polarization is not 
compliant with array requirements, simple, yet very 
efficient, techniques can be employed in the large array to 
substantially improve the overall array cross-polarization 
suppression over that of the basic stacked patch element. A 
cross-polarization improvement of typical 15 dB in 
microstrip patch arrays has been achieved using the method 
described in [9] and [10]. A practical example of the 
implementation of this cross-polarization improvement 
technique is found in [7]. 

245 



To investigate wideband array-issues, four stacked patch 
elements were combined into a 2 x 2 element group, as 
shown in Fig. 7. The S-parameters of the array was 
measured in the case where the elements were connected to 
two four-way Wilkinson power splitters/combiners using 
coaxial cables (i.e. all elements were fed in equal amplitude 
and phase). The element spacing was approx. 0.7 \. 
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Fig. 7. Layout of 2 x 2 element stacked microstrip array. 

The measured S-parameters are shown in Fig. 8, and are 
compared with the calculated S-parameters in the two cases: 
a) Mutual coupling between the elements is neglected in the 
calculation, b) All mutual couplings between the elements 
are taken into account. In the a) case only the four eigen- 
impedances of the patches were connected together (in the 
computer) with the measured S-parameters of the four-way 
Wilkinson power splitters and associated cables. In the b) 
case, all S-parameters of the 2 x 2 element dual-polarized 
array (i.e. the full eight-port), all cables, and the power 
dividers were measured and connected. 
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Fig. 8. Measured S-parameters of the 2 x 2 element stacked C- 
band microstrip array 

From Fig. 8 it is observed, that the bandwidth of the 2 x 2 
element group is slightly lower than for the individual 
stacked element. This is due to mutual coupling between the 
elements, and to a lesser extent due to the finite bandwidth 
of the Wilkinson divider. Note that S21 of the array is 
practically identical to S21 for the element. Also note, that 
the mutual coupling certainly must be taken properly into 
account, otherwise measured vs. calculated data does not 
agree very well. The measured radiation pattern of the 2 x 2 
element array is shown in Fig. 9. 
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The radiation pattern is symmetrical, does not show any 
sign of anomaly, and has deep nulls. The peak directivity is 
13.9 dBi at 5.3 GHz, increasing to 14.8 dBi at 5.9 GHz. The 
cross-polarization level is on the order of -25 dB, which is 
slightly better than for the individual element. 
Measurements confirm that the pattern is stable over a very 
wide frequency range (in excess of 1 GHz), and that the 
cross-polarization level remains low. 

As demonstrated, low-cost stacked microstrip probe-fed 
patch arrays can be designed, capable of operating over a 15 
% bandwidth in C-band. What still remains in order to 
arrive at a complete antenna, is the design of the azimuth 
and elevation beam forming networks. 

Future work 
The C-band element described here is presently being 
integrated into a full dual-frequency array (L- and C-band). 
This array will be based on the use of perforated, stacked L- 
band patches [11], inside the perforations of which the C- 
band elements are placed. 

Conclusion 
The design and performance of a wideband, dual- 
polarization probe-fed microstrip C-band antenna element, 
and a small test array, have been described. The element 
will be used in an 800 MHz dual-polarization array, being 
designed for use with the next-generation of the Danish 
airborne SAR system, EMISAR. The dual-polarization 
probe-fed microstrip array described here is believed to be 
the most widebanded antenna of its kind yet reported, for 
use in polarimetric SAR systems. 
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Abstract - A novel design of a closely 
coupled microstrip leaky-mode antenna array 
is proposed, built, and tested, showing the 
gain of 19.35 dB, directivity of 19.8 dB, and 
overall radiation efficiency of 83%. 
Detailed analyses and array design are 
presented for prototyping an eight-element 
antenna array. Excellent agreement between 
the theoretical and measured results is 
obtained. 

I.   Introduction 
Recently we witnessed a rapid growth of 

wireless communication systems where 
antennas play a paramount role in establishing 
a communication link between different 
destination points. With diversified 
applications of wireless communications, 
there has been an increasing demand for high 
performance antennas for use in the 
commercial market that a low-cost, low 
profile, low weight, and more aesthetic 
antenna is often required. One popular 
design is the microstrip-array antenna, since it 
has the above-mentioned desired features. 
One problem with this type of antenna array, 
however, is the lack of efficiency when the 
desirable gain is high. Recently, Ando, et al. 
[1], proposed a variety of RLSAs (radial line 
slot antennas) to achieve antenna efficiency as 
high as 85%. Malherbe [2] reported a novel 
NRD (nonradiating dielectric) antenna array, 
showing almost 100% of aperture efficiency, 
when excluding the power loss in the load. 
All of these antennas have one common 
disadvantage in that they are not realized in 
the printed-circuit form, needing extra 
transition circuit to interface to a typical MIC 
(microwave integrated circuit) transceiver. 

Hu and Tzuang [3] reported a novel 
microstrip leaky-mode antenna array, by 
which a pencil beam could be produced using 

a linear, one-dimensional array, thereby 
greatly reducing the complexity of feeding 
network. It, however, showed only 30% 
antenna efficiency. Careful antenna loss 
budget analyses indicated that two 
fundamental reasons caused such high losses, 
namely, large backlobe due to finite array 
length and high insertion loss from the 
corporate feeding network. One may enlarge 
the array length to reduce the backlobe 
radiation. This in turn will reduce the 
antenna efficiency because of large area is 
involved while gain improves fairly little. 
Regarding the improvement on the feeding 
network, one may design a better feed 
structure to reduce losses. This paper 
presents a novel design of microstrip leaky- 
mode array that simultaneously tackles the 
two fundamental problems, thus enhancing 
the antenna efficiency over 80%. 

Figure 1 illustrates the proposed, eight- 
element, leaky-mode microstrip antenna array, 
showing one power divider, two series-fed 
networks, and eight matched balun feeding 
structures for exciting the EH! (the first 
higher-order) mode of the corresponding array 
with each microstrip of length L and width W, 
which is placed very close to the adjacent 
microstrip at gap distance S much smaller 
than W. To rigorously analyze the mode 
coupling of leaky modes inherent in the array, 
the coupled-mode approach is employed [4]. 
Consequently the 8-element array under 
uniform excitation can be designed by the 
modal analysis based on the eigenfunction 
approach, which explicitly reveals the guided 
waves aspect of the closely coupled leaky- 
mode array under development. Finally, 
the prototype of an 8-element microstrip 
leaky-mode array is designed and tested, 
showing overall efficiency of 83%, gain of 
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19.35 dBi, which is twice as large than that 
was90 in the past [3], i.e., the loosely coupled 
microstrip leaky-mode array. 

EL. Analysis and Design 
A.  Dispersion    Characteristics    of    the 

Coupled EH] Leaky Modes 
As shown in Fig 1, microstrips are placed 

tightly to form a compact, linear array. 
However, the modal characteristics of the 
higher EH! modes will be altered by the 
coupling between the adjacent microstrip lines. 
Incorporating the rigorous full-wave analysis 
and the coupled-mode approach [4], one can 
obtain both the undisturbed (before coupling) 
EH, mode and the coupled EH! modes of the 
8-element array. Fig. 2 clearly shows the 
effect of the mutual coupling of the leaky 
lines on the dispersion characteristics. The 
coupled-mode approach states that all of the 
coupled EH, modes of an N-element array are 
governed by a system of the linear differential 
equations expressed as follows 

rf/(z);=-r/,(z)+f>,/,.(z) 0)» 

where I;(z) is the modal current vector on the 
microstrip / and cy is the mutual coupling 
coefficient between the ith and jth elements. 
Using matrix notation, (1) is abbreviated as 

[A]-X = rnc (0) (2), 

where Iinc(0) is the excitation vector at z = 0 
plane, x is the eigenvector to be solved, and 
[A] is the square characteristic matrix with 
dimension of N by N (N is the number of 
microstrip lines). The contribution of each 
coupled EH, mode to the far-field radiation 
pattern is determined by the excitation (iinc(0)) 
vector. For the case of the uniform excitation, 
only four out of the eight coupled EH! modes, 
which happen to have their aAco of the 
dispersion curves above that of a single, 
isolated microstrip in this particular case of 
study as shown in Fig. 2, have contribution. 
This implies that the back-lobe is significantly 
reduced while the main beam can almost be 
kept in the specified direction.    From the 

modal characteristics of the closely coupled 
microstrip array as shown in the Fig. 2, one 
can predict that more than 90% of the radiated 
power is attained by the array with length of 
6.5 cm. 

B.    Antenna Design 
The linear microstrip leaky-mode array is 

fabricated on a 20-mil (0.0508 cm) thick 
RO4003™ substrate with relative permittivity 
of 3.38. In the case of a single microstrip 
leaky-mode antenna with a balun matching 
circuit to excite the EH, leaky mode, the input 
signal is applied at the input end of the balun 
matching circuit where a T-junction splits the 
signal into two paths. One travels along a 
l/4X,g microstrip line while also acting as an 
impedance transformer. The other travels 
along a longer path of 3/4A,g, thus rendering 
180° phase delay to the previous path. There 
two paths terminate at microstrip of low 
impedance, respectively, which are the shunt 
stubs to compensate the inductive part of the 
input impedance looking into the leaky line. 
Realization of the compact balun matching 
circuit needs the quantitative assessment of 
the characteristic impedance for the microstrip 
leaky mode to provide insightful circuit- 
domain view of the leaky line. The input 
impedance of an open-circuited microstrip 
leaky line of length of L can be expressed as: 

Zin(a>) = -jZc(w)cot(k,L) ^ 

where Zc is the characteristic impedance of the 
leaky line as expressed below [5]-[6]: 

Zc = ^\ExH'zda j\l$ (4), 

where 7, is the total current on the metal strip. 
It is well known that the leaky line solution 
exhibits nonstandard exponential growth to 
infinity at the transverse plane, resulting in 
unbound Poynting power. N. K. Das [5] 
reported the method for obtaining the leaky- 
mode characteristic impedance by 
decomposing the transverse field into bound 
fields and leaky fields and considering bound 
fields only for the Poynting power. Applying 
this definition, the characteristics impedance 
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of microstrip leaky line can be computed by 
using 2-D space-domain integral equation 
method [6]. Figure 3 plots the theoretical 
results of the input impedance, where the 
solid-line (dash-line) plots the real part 
(imaginary part) of the input impedance for 
the leaky line of length equal to 65 mm. With 
Zjn at the desirable operating frequency, one 
can design the input feed network of the 
antenna. A combination of series and parallel 
power dividers is used to form a very compact 
feed network. Thus, we may maximize the 
aperture efficiency and minimize the 
dissipation at the feed network. 

m.   Measured Results 
According to the antenna design discussed 

in section II, a proof-of-concept prototype is 
built and tested. Three performance indexes 
are measured, including 1) the return loss to 
understand the degradation of the input 
matching as the result of the strong mutual 
coupling, 2) the reduction in back-lobe and 3) 
the antenna gain. 

Figure 4 plots the measured |SU| (input 
reflection coefficient) at the input port of the 
array, showing VSWRs of less than 2.0 
(|S„|<-10 dB) in the entire leakage regime (11 
to 13 GHz). Unlike the serious bandwidth 
limitation for the patch array of resonant type 
[7], here 16% VSWR bandwidth can be 
achieved with ease. Observing the excellent 
input matching, we find the positive effect of 
strong coupling on the input impedance of the 
prototype. Fig. 5 plots the measured and 
theoretical far-field patterns corresponding to 
a single element and an eight-element 
microstrip leaky-mode antenna array, 
respectively. Excellent agreement between the 
theoretical and measured results is obtained 
near the mainlobe region. The patterns is 
measured along the H-plane along the y-z cut 
(<|) = 90°) and normalized by the peak value, 
snowing that the back-lobe is greatly reduced 
from -12 dB (single element) to -25 dB 
(array). Finally, the antenna gain is 
measured by calibrated to the standard gain 
horn and compared to the area gain to obtain 
the overall radiation efficiency.    Fig. 6 plots 

the antenna gain and the overall radiation 
efficiency, showing that the maximum 
efficiency of 83%, gain of 19.35 dBi is 
achieved at the frequency of 11.8 GHz. 

IV. Conclusion 
A first-pass design of a proposed closely 

coupled microstrip leaky-mode antenna array 
is presented. Excellent measured results 
confirm that the new printed antenna array is 
feasible for high efficient antenna design. 

V. Acknowledgment 
This work was supported by the National 

Science Council, Taiwan, under Grant NSC 
88-2213-E009-073, and NSC 88-2213-E009- 
101. 

References 
[1] M. Ando, J. Hirokawa, "Design of planar 

slotted    waveguide    arrays    and    the 
application to millimeterwave," 1996 Asia 
Pacific Microwave Conference, pp. 91-94. 

[2] J. A. G. Malherbe, "An array of coupled 
nonradiative       dielectric       waveguide 
radiators,"     IEEE      Trans.      Antenna 
Propagat., vol. 46, no. 8, pp. 1211-1125, 
Aug. 1998. 

[3] C.   -N.   Hu   and   C.   -K.   C.   Tzuang, 
"Microstrip   leaky-mode  antenna  array,' 
IEEE Trans. Antenna Propagat., vol. 45, 
no. 11, pp. 1698-1699, Nov. 1997. 

[4] C. -K. C. Tzuang and C. -N. Hu, "The 
mutual coupling effects in large microstrip 
leaky-mode   array,"   1998  IEEE  MTTS, 
THlF-51, pp. 1791-1794. 

[5] N. D. Das," Power leakage, characteristic 
impedance, and leakage-transition behavior 
of finite-length   stub   sections  of leaky 
printed transition lines," IEEE Trans. MTT- 
.44, no.4., Apr. 1996, pp.526-536. 

[6] C.    -K.    C.    Tzuang,"    Leaky    mode 
perspective   of  printed   antenna,"   1998 
APMC, TH4C-1, pp. 1471-1478. 

[7] D. M. Pozar,   Tmite phased array of 
rectangular microstrip patches," IEEE Tans, 
on Antennas and Propaga., vol.-34, no.5, 
pp. 658-665, May. 1986. 

249 



Ground plane 
Fig.l Proposed proof-of-concept design of an eight-element, 

closely coupled, microstrip leaky-mode antenna array. 

11.5 12 12.5 

Frequency (GHz) 
Fig.2. Comparison of the dispersion characteristics of a 

single microstrip line and those of an eight- 
element microstrip array, clearly indicating the 
effect  of mutual  coupling  on  the  dispersion 

Fig.4 The measured input reflection coefficient |S„| 
against the frequency, showing good match at 
input. 
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Fig. 5. Measured and theoretical patterns (y-z plane cut) 
of a single-element antenna and an eight-element 
array. 
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Fig. 3 The input impedance of a single microstrip 
leaky-mode antenna with length L=6.5 cm as 
computed by the 2-D spatial-domain integral 
equation method [6]. 
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Fig. 6   Measured antenna gain and overall  radiation 
efficiency of the prototype. 
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Abstract 

Numerical comparisons between Radial Basis Function Neural Networks 
(RBFNN) and Linearly Constrained Least Square Method (LCLSM) are 
investigated for azimuth plane beamsteering for an array of axial sources 
about a PEC circular cylinder. The results show reasonably good agree- 
ment in pattern predictions for the two cases. The preliminary results 
suggest that the RBFNN can be a promising technique for practical real- 
ization of Digital BeamForming for adaptive, phased arrays on conformal 
surfaces. 

I. Introduction 

Adaptive (or "smart") antenna arrays require extensive modeling and simulations 
prior to their practical implementation [1]. In the recent past Digital BeamForming 
(DBF) techniques [2] have been hardware-implemented in wireless packet radio net- 
works [3]. The subject of this paper is explore the feasibility of realizing beamsteer- 
ing, adaptive antenna arrays on cylindrical structures [4]. Conventional techniques, 
such as the Linearly Constrained Least Square Method (LCLSM) [5], has been ap- 
plied to realize arbitrary sidelobe topography in cylindrical geometries. Implicit in 
[4], is the fact that DBF techniques can be applied to realize adaptive beamforming 
and beamsteering for cylindrical arrays as demonstrated in [6]. This concept was 
further pursued in [7] where the application of Artificial Neural Networks (ANN) 
was found to be suitable for real-time applications. The purpose of this paper is to 
provide preliminary results for comparison between ANN and LCLSM as applied 
to a azimuth plane beamforming for a cylindrical array of axial electric dipoles. In 
section II the salient aspects of the formulation are outlined followed by some results 
in section III and a brief summary in section IV. 
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II. Formulation of the Problem 

The radiation pattern for N excited elements in an array is: 

E(Ä,M) = ?_ £ vnen(M)e+jfcu*-r*\ (1) 
n=l 

where: 

(a) üij and rn are the appropriate unit and position vectors in the the far-field 
for the observation point and the nth array element, respectively. 

(b) en(9, (p) is the element pattern of the nth element in the array and may/may 
not include mutual coupling 

(c) w„ are the unknown excitation weights (coefficients) that are determined from 
the information about E(i?, #,</>) and other quantities in Eq. (1) 

The principal (or 9—) component of the en(9,(f)) in Eq.   (1), for the geometry in 
Fig. 1, are given in [4] that read: 

p-jkr N-l    +oo 

El ~ E0—— Td{9) Y,    E   e-w%Zp(k,0,po,a) (2) 
n=0 m=—oo 

where 

Zp(k,9,p0,a) = Jp(kPosin9) -   JP^asm^  HW(kPosm9), 
Hp '(kasm9) tip '{Kasmv) 

and 

(3) 

_    cos(f cos 9) 
™ ~ (f)2-(fcsin0)2 (4) 

are the "cylinder" and "dipole" factors, respectively. The quantity 

SP = -g^. (5) 
2po 

In Eqs.(4),(5) L and w are the length and widths of the dipole elements, and p0 = 
a + h where h is the distance of the dipole from the PEC cylinder curved surface. 
In Eqs. (3) Jp(z) and Hp '(z) stand for the standard Bessel and Hankel functions 
of second kind, with the order p = m + nN and the limits of indices m and n can 
be obtained from Eq. (2). 

Subject to the beamsteering and sidelobe constraints in the (adaptive) excitation 
weights in Eq.(l), via LCLSM method, can be found from [4, Eq. (10)] 

M = W-1[01([ti]H[R]-1[C])-1[d] (6) 

where [R] is the covariance matrix for the input data, [C] is the constraint matrix 
and [d] is a N x 1 column matrix with all zero entries except the 1st element. In 
(6), H stands for hermitian form. Other details of these matrices are omitted here 
for brevity, and will be provided at the time of the presentation. 
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III. Preliminary Results and Discussion 

The computation of Eq. (2) is quite intensive for ka > 10. For the purposes of 
this paper, in order to demonstrate the applicability of ANN, the following simpli- 
fication [4, Eq. (12)] 

en{e,<p) = Jsin0[l + 2max(cos<£,-5.O x HT1)] (7) 

to Eq. (2) for the preliminary results in this paper. Equation (2) predicts oscillations 
at and near the boresight [4, Figs. 7-9], while (7) does not predict this behavior. 
The effects of creeping and space wave interferences in (2) is absent in (7). 

For comparisons between LCLSM and ANN, a single-ring array on a cylinder 
with: a = 12.5A, N = 18,9 = 90° and *s ~ 39° was used. As in [7] a Radial Basis 
Function Neural Network(RBFNN) was used. The training angles for the RBFNN 
were at <f> = -30°, -25°, -20°, •••,•••, +20°, +25°, +30°. The RBFNN was used to 
compute weights for mainbeam steering angle at <j> = +17.5° and a peak sidelobe 
constraint of-30 dB. The LCLSM, i.e. Eq. (6), was used to predict the weights for 
the same geometry and pattern constraints. The resulting azimuth (0 — 90°) plane 
pattern from, RBFNN and LCLSM are shown in Fig. 2. The agreement between 
the two is reasonably good, even though RBFNN predicts at an angle for which it 
is not trained. 

An interesting issue is to examine the RBFNN and LCLSM predictions for the 
more complicated yet realistic case in Eq. (2). It would also be interesting to see 
how close can the RBFNN, trained by the simplified pattern in Eq. (7) at the 
various angles, can predict for actual situations defined by Eq. (2). These results 
will be discussed at the time of presentation. 

IV. Summary 

In this paper a comparison between neural network and conventional optimization 
techniques (LCLSM) have been studied for a circular array of axial dipoles about a 
cylinder with ka ~ 79. The results show that neural networks can predict reason- 
ably satisfactorily even at those angles for which it has not been originally trained. 
Additional investigations are underway for a more robust comparison of the two 
approaches. 
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Introduction 
This paper describes the application of the Finite-Difference Time-Domain Method (FDTD) for 

calculating broadband characteristics of finite-sized phased array antennas consisting of microstrip 
elements fed with coaxial probes. The motivation is to develop a computer-aided analysis technique that 
can be applied to the design and evaluation of an antenna array system. It is important to consider the 
effects of increased mutual coupling and the impedance of the radiating element, since they vary as the 
array is scanned. The most significant contribution is the calculation of broadband characteristics of 
phased array microstrip antennas using a full time-domain approach from the scan element patterns, and 
the use of a full time-domain approach to analyze finite-sized phased array microstrip antennas for 
different scan conditions. 

Theory 
From the definition of the S-parameters, it can be easily shown that the active reflection 

coefficient for element n of an N-element array, the scanning angle (0O, 0O) can be represented by the 
following expressions 

an 
(1) 

rn(o ,0 ) = Ys -2- 

The first expression for the active reflection coefficient can be easily implemented with the FDTD 
method, since we can feed the array element at port n with the incident wave an and measure the reflected 

wave bn. 
The second expression is very useful if the S-parameters of the array are known. The coupled 

energy from the other ports into port n can be calculated with FDTD, or it can be measured exciting the 
input element while all other elements are terminated with a matched load. 

Figure 1 shows the setup between the source and the n - th array element. Therefore, the scan 
element pattern E" ( 6, 0 ) for the n — th element of the array can be obtained from the knowledge of the 

far-field radiation pattern of an isolated element E(0,0) and after making the substitution for bs yields 
the final expression for the scan element pattern 

EnJ0,0) = £^f^ jlajg JH*.f*»««*-*«.«*^.f'*"»**-*».*Ä.>][/ _ rZ(6,</>)rs
n(d,</>)\      (2) 

where r£(0,0)is the active reflection coefficient of the n — th element, and r"(0,0)is the reflection 
coefficient as seen into the excitation source. The scan element pattern can be obtained experimentally or 
with the FDTD model, exciting one element and terminating the others to 50 ohms. 

For an array with N elements, the array radiation pattern EJ 0,0) can be obtained adding the 
contributions of all the scan element patterns in the far field 
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n=l 

In order to use the FDTD algorithm to analyze finite phased arrays antennas [1,2], a phase shift 
can be implemented in the time domain to model the effects of the scanning angle. The sources that excite 
each one of the array elements can be modeled using the shift property of the Fourier Transform, 
using Afa as the excitation phase difference between the n — th array element and a reference element and 
td is the time delay in the excitation of both elements. 

A fixed delay in the time domain will yield a frequency-dependent phase shift. The introduction 
of a constant time delay is equivalent to the introduction of a line of length L = ctd at the excitation point. 
And that renders this approach viable for the modeling of the excitation and broadband analysis of phased 
array antennas. 

The excitation phase-difference Aty0 = 0„ - (f>ref between element n and the reference element in 

the array can be determined in terms of a constant A<j>mjtl [5,6]. For simplicity, the time delay is chosen to 
be proportional to the time step used in the FDTD calculations. Thus [3,4], 

A<j>0 = mA$min = GJtd=2/tfmAt 
(4) 

If ßx and ßy are the progressive phase shift, hence: 

ßy=nA#nin 

Thus, delaying the phase excitation by m time steps (m-At) in the ^-direction and n time steps 
(n-At) in the y-direction renders a time domain approach for modeling a phased array antenna. In order to 
avoid modeling time advances, only time delays are represented with this approach. The excitation of 
every array element occurs at delayed times with respect to the reference element. 

t = t0+(i-l)mAt + ( j-l)nAt (6) 
Figure 2 is a three-dimensional representation of the Active Reflection Coefficient where one axis 

represents the frequency and another represents the scanning angle. Figure 3 is a contour plot obtained 
from Figure 2. One can easily predict the scanning characteristics of the antenna versus frequency for a 
specified design value of the SWR. Figure 4 depicts the gain of the scan-element. Broadband results have 
been obtained for the scanning-array when all the elements are active. The radiation pattern for the array 
can be obtained based on the scan-element characteristics and the mutual coupling. 
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Figure 1.  Two-port network setup for the excitation of the n - th array element. 
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Figure 2.   Active Reflection-Coefficient for the eight-element E-Plane Array. 
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Figure 3. Contour Plot of the Active Reflection-Coefficient for the 8-element E-Plane Array. 
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Figure 4. Gain of the Scan Element for the E-Plane Array at 4.75 GHz. 
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Coupled-Oscillator Arrays: Beamsteering without Phase Shifters 
L. W. Pearson and J. Shen 

Department of Electrical and Computer Engineering 
Clemson University 

Clemson,SC 29634-0915 
pearson@ces.clemson.edu 

1. Abstract 

Arrays of coupled oscillators have been proposed as signal sources for beam-steered array antennas by 
York, Pogorzelski, and their coworkers. The engineering considerations for designing an array based on 
coupled oscillators is discussed herein and performance features are compared with those of conventional 
phased arrays wherever possible. It is shown that there is a direct relationship between departure of the 
free-running frequencies of individual oscillators and phase errors in the signal produced by the oscillator. 
Considerations for minimizing the sensitivity to frequency errors and the achievability of reproducible free 
running frequencies are discussed. The correspondence between the phase of an individual oscillator in an 
array in phase-shifted state and the phase setting of a phase shifter is discussed. 

2. Introduction 

Coupled oscillator arrays were proposed as a means for electronic beam-scanning of array antennas by 
York and his proteges [1,2,3]. Liao and York [2] established proof of principle with a four-element linear 
array. Pogorzelski, et. al. [4,5] demonstrated that in the weak-coupling, small-phase-shift limit, the phase 
shift moves across an array through a mechanism of discrete diffusion. Pearson and Shen [7] showed 
through numerical demonstration, where an explicit diffusion equation is no longer valid, the transport of 
phase across the array continues to be diffusive in character. The critical time parameter is the reciprocal 
of the locking range of the individual oscillators. Numerical experiments in [7] suggest that low quality- 
factor (Q) oscillators are mutually compatible with minimizing the sensitivity to variations in free running 
frequency and to rapid stabilization of the array when its phase state is changed. 

Results to date are encouraging, and it is desirable to seek a thorough understanding of parameter 
interactions in designing coupled oscillator systems with a focus on eventual practical deployment. 
Indeed, coupled oscillator arrays provide a technology that lends itself to full integration as millimeter 
wavelength arrays emerge. In that regard, coupled oscillator array technology is an alternative to 
microelectromechanical (MEMS) switches, which have yet to be evaluated for reliability. 

3. A Generic Architecture Employing Coupled Oscillators 

Fig. 1 shows a generic architecture employing coupled oscillators as the source of phase information for 
exictation of individual array elements. The principal of operation of the coupled oscillator array is that 
either phase shift or equivalently frequency detuning on the perimeter of the array introduces progressive 
phase shift across the entire array [1,2,3,4,5]. The first work in coupled oscillator arrays viewed the 
oscillator signals as the actual RF signals eventually to be radiated. With this point of view, the processing 
layer shown in Fig. 1 would have the role of modulating and amplifying the signals. This is a relatively 
limited perspective, however, and a broader view of the middle layer is useful in considering all 
possibilities. Specifically, it is useful to consider broader possibilities for mixing in the middle layer. This 
suggest the possibility of using the middle layer for detection in a receiving mode, as well as for 
modulation in a transmitting mode. The coupled oscillator array is then viewed as the generator of phase 
references, as opposed to the generator of primary RF signals. 
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Fig. 1. Generic Representation of an Array whose Beam is Steered by Coupled Oscillators (from [7]). Details 
of the processing layer and of interconnections are omitted. 

3. Steady-State Phase Distribution 

The equations governing the dynamic behavior of the phase distribution of a coupled oscillator system is 
given by Liao and York [2]. The steady state {i.e., late time) form of the steady state equations may be 
written 

O)0 = 0)t 

CO{K 

~2Q 
[sin(<D + 0, - 6iA) + sin(0 + 0, - 0M)],   i = 2,3,.... N -1. (1) 

where 0 is the instantaneous phase of each oscillator, O is the phase of the coupling factor between two 
neighboring oscillators, a>j is the free-running frequency of the i* oscillator, K is the coupling strength 
between adjacent oscillators, and Q is the oscillator quality factor, and (On is the locking frequency—the 
ensemble average of all of the free-running frequencies. The first and Nth oscillators are fixed with either 
frequency or phased controlled to introduce phase shift. We consider the one-dimensional case here for 
clarity. We consider only the case where a single coupling factor KeJ<b applies to the coupling of all 
oscillators in an array and where a single Q applies for all oscillators. The form in (2) includes nearest- 
neighbor coupling only, although, mutual coupling among all elements can be characterized by replacing 
the second term on the right hand side of each equation with a sum over all oscillators other than the i 
oscillator. 

The set (1) reveals both the phase shifting feature of a linear array of coupled oscillators and the source of 
phase error due to free-running frequency errors. To see the origin of the intended phase shift, let us 
assume that all of the free-running frequencies co; are precisely <»o, the ensemble average frequency. Let us 
assume further that the phase of the coupling factors is zero. With these assumptions, the equations reduce 
to 

^n(e,-9M) + sm(et-eM) = 0,   i = 2,3,...,N-l (2) 
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If a phase difference is introduced between the first and N* oscillators, the system of equations above is 
satisfied through the difference's being distributed equally among all oscillator pairs. The influence of 
frequency error is also discernable from (1). Let us define A(0i=c0o- (ty as the error in the free-running 
frequency of the i"1 element. With this notation, we form from (1) 

M = _JL.[sin(ö    ö   j + si^^-^,)], (4) 
(Ot        2Q 

where we have retained the assumption of zero coupling factor phase. It is seen here that any frequency 
error, Acty, leads to an unwanted adjustment in the angles in the arguments of the sine functions to 
compensate for the non-zero left hand side. 

4. Engineering of a Coupled Oscillator Array 

From the point of view of array design, one wishes to achieve the following outcomes for the performance 
of a coupled oscillator system that is used to generate phases of radiating elements: 

1. Minimum departure of element phases from the sought-after linear phase progression. (This can 
be thought of as corresponding to the bit-precision of phase shifters in a phased array.) 

2. The ability of the array to change phase states rapidly for fast scanning. 

3. The ability of the array to maintain lock as it is scanned 

4. Precise spectral properties (low phase noise) for the array in locked state. 

We can observe directly from (4) how to control the phases precisely. Namely, the free-running 
frequencies among oscillators need to be as close to the operating ensemble average as possible and the 

(OK COK 
factor ——, which functions as a sensitivity factor, must be as large as possible. The large —'— condition 

2ß 2g 
ensures that a small adjustment in oscillator phase angles is translated into a significant AcOj. This factor is 
made large by designing for large coupling factor and low Q. It is generally assumed that low Q oscillators 
have concomitantly imprecise frequency. There is no evident physical constraint that imposes this. It is a 
reality in the way that design is practiced for at least two reasons. First, it is difficult to adjust an oscillator 
to a precise frequency when its spectrum is broad. Second, applications of low-g oscillators are typically 
frequency tolerant. We are currently pursuing oscillator design from the perspective of degrading the Q of 
an oscillator whose frequency is set by a precisely formed filter. We believe that this conceptual 
framework will lead to low-g realizations with precise center frequencies. 

The second feature in the list above is also satisfied by low-g designs. A low Q means that the oscillator 
has a large locking range, which in turn dictates a fast slew rate when a phase change control is applied 
[4,5]. Wide locking range also leads to stable lock state during scanning. It is conceivable that the 
difference across the array may need to be several hundred degrees for wide-angle scanning. In this case, 
one would achieve the desired phase difference incrementally so that no 360 degree ambiguities are 
introduced in the change in phase state. Pogorzelski [8] has suggested that it may be desirable to introduce 
frequency multipliers at the input of the processing layer in Fig. 1. In this way, the phase of each element 
is multiplied by the multiplier factor. In this way, operating the coupled system at an overall phase 
difference 6N -0, produces an effective phase difference Af(0w-0,) across the array at the M-fold 

harmonic frequency, so that even while 6N -6] is held to less than 360 degrees. 

The fourth point is, of course, the sine qua non in the implementation of this technology as an alternative 
means for beam steering. The employment of low-g elements even suggests that the final goal is not 
achievable. The key to achieving the fourth goal is the precise spectral control of the exterior elements. 
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These elements do not need to adjust since they are the control elements of the array. All other elements 
lock to them and therefore the ensemble's spectrum matches the spectrum of the locking sources. These 
elements must be of synthesizer quality. Indeed, these exterior elements must be synchronized to a 
common clock. This may be accomplished either by phase locking of the perimeter oscillators to a 
reference clock or by dividing a single signal source and distributing it to the perimeter of the array. 
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An Agile Beam Transmit Array Using Coupled Oscillator Phase Control 

R. J. Pogorzelski, R. P. Scaramastra, J. Huang, R. J. Beckon, S. M. Petree, and C. Chavez 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, CA 91109-8099 

I. BACKGROUND 

Some years ago it was suggested that an array of coupled oscillators could be used to control the phase 
distribution across the aperture of an array antenna in such a manner as to effect steering of the beam 
without the use of phase shifters.fl] The behavior of such arrays of oscillators has been described in 
detail using a coupled set of non-linear differential equations.[2][3] These equations are derived by first 
describing the behavior of an individual oscillator with injection locking in the manner of Adler [4] and 
then allowing the injection signals to be provided by the neighboring oscillators in the array. More 
recently, an alternative description was developed by Pogorzelski, Maccarini, and York [5] in which the 
phase distribution across the array is represented by a continuous function governed by a partial 
differential equation of diffusion type. This formalism provides considerable insight concerning the 
relationship between the phase distribution and the tuning of the oscillators. 

One result of the above theoretical treatments is detailed understanding of the beam steering scheme 
proposed by York and demonstrated in four element X-band arrays by Liao and York [1][2]. Their 
approach made use of the mutual coupling between the radiating elements of the array to achieve mutual 
locking of the oscillators. Thus, the element spacing was constrained by the necessary coupling strength. 
In another experiment, the coupling was accomplished by connecting the radiating elements by microstrip 
lines.[6] In the approach described here, the coupling is achieved through microstrip transmission lines 
between the oscillator resonators. The oscillator outputs are isolated from the resonators by buffer 
amplifiers intrinsic to the MMICs which were used. Thus, the element spacing is independent of the 
coupling and can be chosen for optimum performance of the radiating aperture. The theory provides the 
relationship between coupling phase (the phase shift through the coupling lines) and the ensemble 
frequency and locking range, relationships which were observed experimentally during the development 
of the present seven element array. Moreover, the theoretical results were shown to accurately predict the 
beam steering behavior of this array. 

In this paper, we describe the fabrication of the array of voltage controlled oscillators, the experimental 
determination of the behavior of this array, and comparison of the experimentally observed behavior with 
theoretical predictions. We further discuss the design of the microstrip patch radiating aperture and 
describe the experimental measurement of the antenna patterns under various scan conditions. 

H. THE VOLTAGE CONTROLLED OSCILLATORS (VCOs) 

A commercial MMIC VCO suitable for operation at a nominal 2.5 GHz was selected and a number of 
preliminary characterizations were performed to ascertain its suitability for the present application. [We 
gratefully acknowledge the assistance of Professor R. A. York and Mr. P. F. Maccarini of the University 
of California, Santa Barbara in selecting the Pacific Monolithics MMIC for the experiment and designing 
the initial board layout.] 
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Full wavelength lines were used for coupling the oscillators. This choice was made for compatibility with 
the parallel resonance determining the free running frequency of the oscillators.[3] However, the end 
oscillators were fitted with half wavelength lines to provide a one wavelength round trip path through 
which the end oscillators inject themselves resulting in the desired Neumann boundary condition.[5] 

ffl. FABRICATION AND BENCH TESTING OF THE ARRAY 

A seven oscillator linear array was fabricated. The theoretical treatment is based on the assumption that 
the Q of the coupling circuit is much lower than that of the oscillators. To assure that this is the case in 
our implementation, we terminated the 100 ohm coupling lines in their characteristic impedance using 
100 ohm chip resistors. This reduced reflections from the ends of the line so that energy storage on the 
line in the form of standing wave was minimized. Minimum energy storage implies minimal Q. 

The inter-connecting (coupling) lines were meandered in a U shape such that their length could easily be 
adjusted by moving a shorting bar along the U shaped portion. The actual electrical length of the inter- 
connecting coupling line is 360 degrees (one wavelength). The phase shift of the oscillator tuning circuit 
adds some 100 ohm additional electrical length to the coupling circuits. It was conjectured that the 
additional coupling circuit phase shift might be involved in the initially observed 180 degree output 
relationship. Shortening the line lengths by approximately lA wave allows the adjacent oscillators to lock 
in-phase. Two theoretically predicted behaviors were observed and thus confirmed during this 
investigation. First, when the coupling lines are an odd multiple of a quarter wavelength in effective 
length, the locking range of the array is reduced to zero and no locking is possible. Second, when the 
coupling lines are an even multiple of a quarter wavelength in effective length, the ensemble frequency is 
equal to the tuning frequency of the individual oscillators whereas it differs from this value for other line 
lengths. This difference is maximized at odd multiples of a quarter wavelength. 

Linear aperture phase distribution was achieved by adjusting the tuning bias upward in voltage (and 
frequency) on one end oscillator and downward in voltage (and frequency) on the other end oscillator thus 
maintaining a constant average tuning frequency. The oscillators, being locked to their neighbors, do not 
actually change oscillation frequency. The result is that the array oscillator output signals remain at the 
same frequency but their differential phase is controlled by the tuning. It is believed that the inability to 
achieve the full 90 degree phase difference between adjacent oscillators was due to the limited tuning 
range available. That is, before 90 degrees was reached, one or more oscillator outputs decreased in 
amplitude to a level at which they no longer participate in the interaction. 

IV. DESIGN AND FABRICATION OF THE RADIATING APERTURE 

Each oscillator in the array provides an output RF signal properly phased with respect to the others. To 
radiate this signal, one must provide each oscillator with a properly designed radiating antenna element. 
Each element must be properly impedance-matched to the oscillator and must radiate the RF energy with 
a wide enough beamwidth to achieve wide-angle beam scanning capability. The overall array antenna 
beam will then be a result of the spatial power combining which takes place in the radiating aperture. A 
microstrip patch was selected as the radiator. This choice also provides negligible mutual coupling 
between the elements, a property which was confirmed by the agreement between the measured array 
pattern and that predicted theoretically neglecting mutual coupling. In addition, all array elements can be 
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fabricated on a single slab of substrate material with a single chemical etching process, which can 
significantly lower the production time and cost. 

A seven element array achieves sufficiently narrow beamwidth to demonstrate the beam scanning with 
adequate beam resolution. A resonant frequency of 2.503 GHz and a bandwidth of 33 MHz were 
measured for the individual patches. The seven elements are spaced uniformly with half free-space 
wavelength spacing of 6.0 cm at 2.50 GHz. They are fabricated by etching on a rectangular substrate 
panel of 51 cm x 15 cm. The elements are arrayed in the H-plane. In other words, the array is vertically 
polarized. 

V. RANGE TESTING OF THE ARRAY ANTENNA 

Having established that the seven element oscillator array could be mutually injection locked and could 
provide linear phase distributions suitable for beam steering and controllable by detuning the end 
oscillators, a matched set of seven cables was fabricated with which to connect the outputs of each of the 
seven oscillators to a corresponding microstrip patch element in the radiating aperture. In preparation for 
the measurement, each of the oscillators was tuned to 2.522 GHz measured with a spectrum analyzer (HP- 
8562A) and the voltage necessary to do this was recorded. However, it was found that the amplitudes of 
the oscillator outputs were not equal. In fact they varied over a range of approximately plus or minus 3.5 
dB. Therefore, attenuators (pads) were inserted in each of the lines to equalize the amplitudes while 
maintaining equal phase change in each line. Having done this, the end oscillators were detuned by an 
amount necessary to create phase progressions corresponding to steering angles of 6.38, 9.59, and 12.84 
degrees (phase differences between the end oscillators of 120, 180, and 240 degrees) and the necessary 
tuning voltages recorded, m anticipation of the need for a reference signal to which to lock the range 
receiver, provision was made to injection lock the center oscillator of the array to a master oscillator (HP- 
8648C) which would provide the necessary locking signal to the receiver. A uniform set of 10 dB pads 
was installed, one at the back of each of the patch elements in the radiating aperture to eliminate the 
effects of the mismatch due to operation off resonance. Then, the array was placed on the measurement 
range and patterns were measured using each of the above four tuning voltage configurations. 

The results for one of the measurements are shown in Figure 1 in which the ensemble frequency and 
injection frequencies were 2.522 GHz. The chart associated with the graph shows the free running 
frequency to which each oscillator was tuned and the voltage required to tune it. Also shown is the 
relative output power level and relative phase of each oscillator under locked conditions. These levels, 
read from the spectrum analyzer, and phases, measured with a network analyzer (HP-8410A), were used 
to computationally predict the pattern shown in long dashes for each scan angle. These results show very 
satisfactory agreement between the measured and predicted patterns and close alignment with the desired 
beam scanning. Based on these results, it is believed that the array is performing in a manner consistent 
with utility in a communications application. 

VI. CONCLUDING REMARKS 

A seven element S-band phased array based on the coupled oscillator beam steering concept has been 
fabricated. We have described an experimental investigation of the behavior of this array in which 
several theoretically predicted characteristics of such an array have been verified. The array provides an 
agile beam which can be steered from boresight to nearly 13 degrees by merely adjusting the voltages 
applied to the tuning ports of the end VCOs in the array. High efficiency, however, will require 
additional attention to the impedance match between the oscillator outputs and the radiating elements; a 
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match which was not optimal in the present experiment due to the difference between the design 
frequency of the patch elements and the ultimate ensemble frequency of the array. 
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Figure 1. Experimental array pattern for 12.84 degree scan. 
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ABSTRACT 

The development of a 137-element active reflect-array with MESFET amplifiers operating at X-band 
is presented. The array uses dual feed aperture coupled patch antennas to reduce the element size and 
allow for a tighter packing density. Test results for the array, including gain and radiation pattern at 
two frequencies, are presented to allow discussion of the array performance. 

INTRODUCTION 

Arrays of microstrip patches fed by a circuit network [1], and microstrip reflect-arrays [2], [3] fed by 
a horn antenna, have been proposed as a replacement for the frequently used parabolic reflector 
antenna. These structures each have their own advantages and disadvantages, such as the fully planar 
format of the microstrip patch array but with conduction losses in the feed network for large, highly 
directive, arrays. The reflect-array features a fully planar reflector, however, the entire structure 
including the feed is 3-dimensional. In comparison with the microstrip array with the circuit-type feed 
network, its advantage is that the feed losses are reduced. This is because the horn and the array act as 
a spatial power combiner, for which conductive losses are negligible. 

In comparison with a conventional parabolic reflector, both planar microstrip arrays and reflect-arrays 
feature a reduced bandwidth. The reason is that in order to efficiently combine power in a given 
direction in space, as measured in terms of the directive gain, microstrip patch elements require a 
suitable phasing, which can only be achieved over a limited bandwidth before beam squint occurs. 

In addition to exploring them as antennas, the most recent interest has been to use microstrip patch 
arrays as spatial power combiners of solid state sources, in which transistor oscillators or amplifiers 
[4] augment passive patches. Previous reflect-arrays presented in the literature have been passive 
reflectors only. In the present paper, an active reflect-array is considered as a candidate for a spatial 
power combiner of transistor amplifiers. 

ARRAY DESIGN 

The 137 elements of the active reflect-array use a combination of an aperture coupled patch antenna 
and a MESFET amplifier. To minimise spacing between elements in the array, the aperture coupled 
patch antenna has dual, orthogonal, feeds with 'dog-bone' slots. These dual feed antennas allow for 
much greater packing density in the array than would be possible if separate antennas were used for 
receive and transmit. A return loss of better than lOdB is achieved for this antenna element across a 
frequency range of 11GHz to 11.7GHz with a minimum isolation between the feeds of 13dB at 
10.3GHz. This isolation sets the maximum gain possible for the active stage for stable, oscillation 
free, operation, however as the gain approaches the isolation the gain ripple with respect to frequency 
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will increase. The wide bandwidth of the antenna is achieved through the use of a 1.3mm thick foam 
layer in between the 0.635mm thick Rogers 6010 (dielectric constant 10.2) feed substrate and the 
1.57mm thick Rogers 5880 (dielectric constant 2.2) patch antenna substrate. 

The MESFET amplifier is based around a Mitsubishi MGF1302 with a microstrip matching network 
to produce approximately lOdB of gain across a bandwidth of 10GHz to 12GHz when operating with 
50 ohm source and load impedances. Bias for each element is established via an active auto-bias 
network to set each FET for a drain to source voltage of 3 V with 30mA of drain current. 

To convert the spherical wavefront from the feed horn to a planar wavefront each element in the array 
requires suitable phasing. This is achieved by the addition of sections of microstrip transmission line 
between the transistor amplifier and the transmit portion of the aperture coupled patch antenna. 
Standard design equations are applied to obtain the required microstrip line section lengths at the 
design frequency of 11.4GHz. The layout for the central 25 elements of the array can be seen in 
Figure la. 

Figure 1: Photograph of (a) the amplifier side of the central tile, and (b) complete 137 element active 
reflect-array 

The active reflect-array has 137 elements separated by 24mm, or 0.92 wavelengths at 11.5GHz, 
arranged on a rectangular lattice with a circular border. The element spacing is set by the size 
required for the active bias network for each amplifier. A spacing of 0.8 wavelengths is the preferred 
spacing to avoid grating lobes in the radiation pattern, however simulation of the performance of the 
antenna indicated that at the 0.92 wavelength spacing the grating lobes had not risen by an excessive 
amount. A small WR90 horn antenna with a 44mm (E-plane) by 38mm aperture, and an axial length 
of about 60mm, feeds the array. In order to avoid feed blockage an offset feed design is explored. 
The horn is positioned at 180mm down from the centre of the array and 360mm out from the array. It 
is mounted onto an adjustable aluminium arm that is screwed to the bottom of the array-backing sheet. 
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As seen in Figure lb, the complete array is broken up into 9 separate tiles to suit the size of the 
available substrate in the etching process and to ease the assembly of the amplifier elements. Note 
that this approach may be required to create large size reflect-arrays. Each tile is assembled using M2 
nylon screws and nuts with the foam layer sandwiched in between the thick patch antenna substrate 
and the circuit substrate. The array is mounted on a sheet of HMW plastic to obtain a rigid 
construction with a gap of approximately 10mm between the amplifier substrate and the mounting 
sheet. 

To verify the performance of the array design tests were initially performed on a passive prototype. In 
this stage the dual-feeds in each element were connected using suitable lengths of the 50ohm 
characteristic impedance microstrip transmission line. Results and discussion on the performance of 
this array can be found in [5]. Having confirmed the array design as sound, the amplifier layer was 
fully populated with transistors and bias components to form the active array. The developed active 
array underwent similar tests as the passive prototype. In both cases, the measurements were 
performed in an anechoic chamber. 

ACTIVE REFLECT-ARRAY RESULTS 

The gain and radiation pattern for the active reflect-array was measured across a frequency range of 
10GHz to 12GHz. The measured gain for the array is given in Figure 2 where the measurements were 
performed relative to a horn antenna of known gain. Also in Figure 2(a) is the measured gain for the 
array when the FET drain supply is removed. In this case the amplifier acts as an attenuator with a 
loss relatively constant with frequency. The gain response for no drain supply is the same shape as 
for the passive reflect-array explored in [5], but at a lower level due to the attenuation of the FET. In 
contrast the gain of the active array at full bias shows gain over that of the passive array across 10GHz 
to 11.3GHz. 

z  10 
3 

«Y ------ 
 FULL BIAS 

 NO DRAIN SUPPLY 

  
10.5        11        11.5 

FREQUENCY (GHz) 

10.5       11       11.5 

FREQUENCY (GHz) 

(a) (b) 

Figure 2: Measured gain for active reflect-array when co-polarised with receive antenna compared 
to (a) array with drain supply removed (b) cross-polar response 

The cross-polar gain of the array is given in Figure 2(b). This plot shows that the active reflect-array 
has high cross polarisation for frequencies in the range of 10.8GHz to 11GHz. It is also useful to note 
that a peak in the cross-polarisation occurs at the same frequency as a trough in the co-polarised gain. 
The high levels of cross-polarisation are most likely due to the combination of the return loss of the 
active stage, both input and output, leading to low levels of isolation between the two feeds of the 
antenna, and therefore radiation of the cross-polarised signal from the input feed. The coupling 
between the feeds of the antenna could also be increased over that measured on the antenna alone by 
reflections from the array backing plate. 
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Figure 3: 137-element active reflect-array measured radiation pattern (a) at 11GHz in the azimuth 
principle planes across fall 360 degrees, along with the cross-polarised azimuth radiation pattern, 
relative to the co-polarised peak gain; (b) at 11.15GHz for the azimuth and elevation principle planes 
and the cross-polarised azimuth radiation pattern. 

Figure 3 shows the azimuth, elevation and cross-polar (azimuth) radiation patterns for the active array 
as measured at 11 GHz and 11.15GHz. At 11 GHz the gain of the array is in a dip with respect to the 
surrounding frequencies. This plot, Figure 3(a), shows that the at this gain dip the array is still 
radiating in a broadside direction, and in particular the array does not radiate in an end fire mode. At 
11.15GHz the active antenna exhibits good gain over the passive array discussed in [5]. Similarly as 
its passive partner, this array features a significant side lobe level. The peak of cross-polarisation is 
about 12 dB from the peak of main lobe. 

CONCLUSIONS 

The design, development and testing of an X-band 137 element active reflect-array including 
transistor amplifiers has been presented. In this array dual-feed slot/aperture coupled patch antenna 
elements are used to minimise the inter-element spacing. The required phasing to obtain broadside 
radiation is achieved by using sections of transmission lines coupled between the input/output ports of 
the transistor amplifiers and the apertures. The array features broadside radiation although with 
increased side lobes and undesired cross-polarisation. The improved performance can be expected in 
the next design iterations. 
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Abstract 
The paper presents a new technique for synthesizing the radiation pattern of an active linear 

phased array. The approach taken in the paper is to integrate the power response of the array 

over a spatial region of interest and force it to less than or equal to the desirable value. The 

closed form equation of the objective function is derived such that numerical technique based on 

the gradient search can be used to optimize the far-field patterns in a fast and efficient manner. 

I.      Introduction 

Recent advance in modern telecommunication systems (such as ground based high- 

performance radars, satellite antennas, etc.) has been an increasing demand for more sophisticated 

antenna systems. On one hand, such antennas must future improved performance. On the 

other hand, they must fulfill a number of additional requirements, including reconfigurable 

antennas, i.e. antenna systems able to radiate more than one pattern. This trend is particular true 

for the consideration of avoiding the use of radiating systems using many antennas, one for each 

task, and of employing antennas able to reconfigure the radiated pattern according to the task to 

be performed [1]. Thereby, a growing of synthesizing antenna patterns has emerged. One 

immediate application of this work is for the design of a 16-element, reconfigurable, active, linear 

phased array. Fig. 1 shows the functional block diagram of the array. As shown in Fig. 1, array 

antenna can be controlled by completely electronic techniques, operating separately on each 

element, so that the pattern synthesis can easily be achieved in array antenna by optimizing the 

weightings of radiation elements. There are number of existing optimization methods for far- 

field pattern synthesis which allow for the control of either the sidelobe structure (including 

multi-nulls or broad nulls [2] in the unwanted directions) or the main-lobe (including the shaped 

beam design [1],[3]). Among the various kinds of optimization methods, phase-only pattern 

control is becoming a significant relevance with the introduction of solid-state active integrated 

antenna systems. Because it allows one to fully exploit the limited available power of amplifiers 

driving each element of an active array thus maximizing the total radiated power. Also, the 

phase-only control is less complicated and far cheaper to dynamically modify the phase of a RF- 

signal, rather than its amplitude level. 

The phase-only pattern synthesis problem is inherently nonlinear.    In general it can only be 

solved numerically.    The methods used can be classified into two main groups: (1) methods 
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based on the perturbation technique [4]; (2) methods based on general nonlinear optimization 

[1],[5]. As a rule the second type are more reliable, but have poor convergence rates and require 

considerable computer resources, especially for large arrays, so they cannot be used for pattern 

real-time control. To improve their performance, the aims of this paper is deriving the closed 

form equations for the objective function in pattern synthesis problems so that a simple and 

efficient numerical procedure based on gradient searching can be employed to optimize the 

antenna patterns in the sense of least mean-square-error. A number of significant examples for a 

16-element linear array will assess the feasibility and effectiveness of the approach 

II.        Analysis 

Consider a generic linear array located on the z-axis which should radiate different patterns, 

g00^), with the control of different phase distribution, «^(z,). The array factor of far-field can 

be obtained from the excitation, a^*1, of the individual elements as 

/(ö) = |]a,.e;(W(''-1)C0SÖ+<1>") (1), 

where d is the inter-element spacing, k is wavenumber (2K/A,), 9 is the angle from array axis (z- 

axis), and ^ZOj is the amplitude and phase of i'th element. If we let cp=kdcos6, we can define the 

complex error function as 

£(<P) = f(<P)-g(<P) (2), 

where g(cp) is the desired array pattern. Then the mean square error function, a(cp), can be 

obtained and given as 

°n, (<P) = \\H<P)f d(P I A(P (3), 

where Q, is the specified integral region ((pe[9,,9,]) and A9 = <p,-(p2- Introducing equation (2) 

into equation (3), we can express equation (3) as 

ffQ>) = | l\f{<p)\2d<p- l[g(<p)*f(<p) + g(<p)f\<p)]d<p+ l\g(<p)fd<p\/A<p       (4)' 
[n, n, n, J 

where '*' means complex conjugate. In this particular case of study, g(9) = C ( C equal to zero 

for nulling in sidelobes and C equals to a constant value for the shaped beam design) is discussed. 

The closed form equations of the gradient of the error function, a(cp), is accomplished and 

expressed as following 

^ = Z1^»n[fu-,-XxI+,2)+ol-«i»tMf(y-/xx1-x1)] .„ eo,      ^kd(i-j)       2 2 (5), 

+ ->,7,'  ,x{cos[fe/(i-l)s, + O,]-cos[kd{i-l)x7+0,]} 

where i = 1,2 ,•••, N.    Using (5), the POGS (phase-only gradient search) algorithm [6] can be 
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employed to optimize the objective function (4) in the sense of least mean square error efficiently. 

III.   Numerical Results 

Using this approach, three examples for the phase-only pattern synthesis problems of a 16- 

element active linear phased array are studied and presented. There are: 1) flat-topped pattern for 

mainlobe, 2) multi-nulls, and 3) broad nulls for sidelobe of the far-field radiation patterns. 

As an example of this capability, firstly, a flat-topped pattern for an array with 16 elements 

was designed and plotted in Fig. 2 to meet the specifications of the extent of flat-topped region 

form 75-105° with deviation of+/- 0.35dB in flat region and beamwidth of 57° between zero 

crossings. Fig. 2 also plots the directive pattern design of a 16-element array with uniform 

distribution to obtain the maximum gain. 

Fig. 3 demonstrates the multi-nulling capability of this approach, clearly showing two nulls 

are placed to the desirable directions of 100° and 115° in respectively and, however, causing the 

degradation in directivity of-0.55 dB. 

Fig. 4 illustrates the broad nulls capability of this approach, clearly showing a broad nulls 

in the specified spatial region from 100° to 155° with only - 0.85 dB dropping in directivity. 

Finally, table I lists the computed phase distribution of numerical examples in Fig. 2, 3, and 4. 

IV.   Conclusion 

A new approach for the design of a linear, active, phased array by phase-only control has 

been proposed. The closed form solution of the objective function is derived so that a simple 

gradient search method can be used to synthesize the pattern in a fast and efficient manner. 

Excellent results shown in numerical examples validate the approach. 
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I Introduction 

Spherical radomes have successfully been used as environmental protection for large reflector and passive 
array antennas for many years. However, with the advent of active solid-state phased arrays, an 
additional phenomenon must be considered that previously was not important. This new phenomenon is 
the focusing properties of spherical surfaces. When the antennas transmits, a portion of the energy is 
reflected off the surface of the radome and focused to a small spot about half way between the surface and 
the center of the radome. The power density in this focal region is not large enough to be of concern for 
passive arrays of reflectors. However, if it happens to be focused on a small group of solid-state modules, 
it can exceed the power handling capability of the solid-state receive module. This paper presents an 
analysis of this phenomenon and provides radome design criteria to avoid potential problems. 

In Section II, the analogy is made between analysis of this problem and the design of spherical reflectors, 
plus two modeling methods are presented. A design criterion used to avoid the problem is presented in 
Section III. Two radome geometries are analyzed in Section IV. Finally, measured data used to validate 
the models is shown in Section V. 

II Analysis and Modeling 

It is well known that a spherical reflector is desirable for beam scanning applications. All parallel rays 
incident on the sphere generate reflected rays which cross a line through the origin and parallel to the 
incident rays [1]. As shown in figure 1 atypical incident ray AB is reflected through points Cl and C2, 
where Cl and C2 are the caustics of the reflected ray. This caustic surface intersects any plane through 
the x-axis in the form of an epicycloid called the nephroid because of its resemblance to a kidney. A 
suitable primary feed can thus lie near the paraxial focus at x=0.5 R0, y=0 where the caustics cusp and 
focal line and near which most of rays pass. The Arecibo 1000ft diameter spherical reflector is an 
example of this application. The same model can be used to analyze the radome problem if the reflection 
coefficient of the radome is considered. 

t, Sphencol 
Wild«! 

Ray 3eh*rtwr «/ Sfrttwicaf Rwffactor 

Figure 1 Parallel Rays off of a Spherical Reflector 
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When the array antenna radiates parallel rays through the spherical radome, the reflected rays from the 
radome produce caustics inside the radome. If the antenna is situated near the paraxial focus at x=0.5 R0, 
the power received by an antenna element can exceed 100% of the radiated power of a T/R module. 

Since the radome is in the far field range of each array element, a far field model of the radome reflection 
on the array face is developed to determine the initial position and direction of each ray radiated from 
each array element to the radome. Next the position and direction of each ray reflected back onto the 
array face is calculated using the ray tracing method. Finally, at array element level, the reflected rays are 
summed, whose amplitudes and phases are determined by the element pattern as function of the ray's 
direction and ray path length, in order to calculate the total reflected power into each array element. 
Modeling results are shown in figure 2 for when the radome reflection is focused and defocused on the 
array. 
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(2a) Defocused Condition (2b) Focused Condition 
Figure 2. Examples of Far-Field Modeling Results 

Since ray tracing is a far-field technique and accounts for two points (mainbeam and grating lobe 
direction) on the element pattern, a second modeling approach was established in order to include the 
effect from the full element pattern. A phased array near field model was used to determine the field on a 
grid of points on the spherical radome. Each of these points was then considered to be point sources. A 
second model then added up the field from each of these point sources onto a second grid of points on the 
array face. There were some minor differences with the ray tracing results, but these differences were not 
significant. Modeling results are shown in figure 3 for when the radome reflection is focused and 
defocused on the array. 

Ill       Design Criteria 

Typically radomes are designed for low loss and small radome reflection coefficients, therefore the power 
reflected off radomes is around -10 to -15 dB. T/R modules are normally designed to handle no more 
than full-reflected power. In order to obtain less than 5 dB of focussing gain, the antenna position should 
be within 0.21 Ro from the radome center as determined by ray tracing analysis. Given a typical radome 
reflection of -11 dB, only -6 dBr (relative to T/R module transmit power) of reflected power will be 
received by a T/R module, which is well below the safe level of full reflected power (0 dBr). 
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Figure 3. Examples of Near-Field Modeling Results 

IV Two Radome Geometries 

Two radome geometries are presented to illustrate having the caustic point near the array face and off the 
array face. The first geometry is a 38ft diameter phased array enclosed inside an 85ft spherical air- 
supported radome as shown in figure 4a. The elevation axis of the antenna is about 14ft above the 
radome center and the aperture of the antenna is about 9ft from the elevation axis. When the antenna is 
pointing at the horizon, the aperture of the antenna is 0.21 R0 (i.e. 9ft) away from the radome center, 
where Ro is the radome radius of 42.5 ft. In this case, reflected rays are defocused so that no significant 
reflected power enters the T/R module. When the antenna is pointing at zenith, the aperture of the 
antenna is 0.54 Ro (i.e. 23ft) away from the radome center at which all rays pass through to produce more 
than a 22 dB focussing gain. Given a typical radome reflection of -11 dB, then 11 dBr (relative to T/R 
module transmit power) of reflected power will be received by a T/R module, which will damage the T/R 
module. 

The second geometry is similar to the first but the radome is raised 12ft higher in respect to the antenna as 
shown in figure 4b. When the antenna is pointing at the horizon, the position of the antenna with respect 
to the radome is not different from the first geometry. When the antenna is pointing at zenith, the 
aperture of the antenna is 0.26 Ro (i.e. 11ft) away from the radome center and the reflected rays are still 
defocused. 

V Measured Results 

Measured data was taken using the Ground Based Radar-Prototype (GBR-P), which has the first radome 
geometry. Two different element locations were used to measure the radome reflections versus elevation 
tilt. Both models predicted approximately the elevation tilt where the peak radome reflection would occur 
and the magnitude of the received power for that element position (see figure 5). The predictions were 
slightly off due to the fact the GBR-P radome may not be truly spherical as was modeled. 

REFERENCES 
[1] Kohei Hongo and Yu Ji, "Study of the Field Around the Focal Region of Spherical Reflector 
Antenna", IEEE Transactions on Antennas and Propagation, Vol. 36, No. 5, pp. 592-598. 
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Constant Elevation Pattern Notch Design in a Rectangular Phased Array 
Having a Triangular Lattice 

Joseph K. Mulcahey and Kaichiang Chang 
Raytheon Company 
528 Boston Post Rd. 

Sudbury, MA 01776-3375 USA 
(978) 440-3291    Joseph_K_Mulcahey@res.raytheon.com 

Abstract - When designing the aperture distribution for a constant elevation pattern notch in a 
rectangular, planar phased array with a triangular lattice, the designer may be tempted to set the 
excitation of each element individually, based on sampling a desired continuous distribution at each 
element's unique location. It can be shown that for some types of aperture distributions, such as a 
principal-plane notch on one side of the main beam, this can cause unacceptable lobes to appear away 
from the principal planes. The resolution to this problem is to first generate the distribution for the 
elements in one (odd) column, and then directly apply these excitations to the elements in the adjacent 
(even) column. This has the effect of increasing the periodicity of sidelobe features in k-space, which 
causes a notch to appear in the sidelobe structure of the grating lobes at the desired location. 

Introduction 

An active phased array antenna can be designed to permit the adjustment of the individual element 
amplitude and phase settings. In radar or communications applications this flexibility can be used to 
implement aperture distributions in order to generate the required antenna pattern. Frequently, a region 
of reduced sidelobe energy (or notch) is required for clutter or interference suppression in elevation. 
Lowering the sidelobes everywhere unnecessarily reduces aperture efficiency and broadens the 
beamwidth. A pattern synthesis technique such as that of Orchard [1] or Guella [2] can be used to 
generate an aperture distribution that will produce the desired antenna pattern with a low sidelobe region. 
Figure 1 illustrates the concepts of column-dependent and column-independent sampling. 

Fig. 1 (a). Column-Dependent Distribution Sampling 

Simulation 

Fig. 1 (b). Column-Independent Distribution Sampling 

To demonstrate this effect, an array of 38 columns, 32 rows per column, and an unstable equilateral 
triangular lattice is simulated. If the lattice is set so that no grating lobe main beam peaks can enter real 
space for scan angles from boresite of up to 45°, then the column spacing is dx = Ay(l+sin(45°)) ~ 0.586X,, 
and the row spacing within one column is dy = 2*dx/V3 ~ 0.676A.. Figure 2 illustrates the array geometry. 
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Fig. 2. Array Geometry 

Two aperture distributions will be considered. In each case, the azimuth distribution is a 25 dB, n = 4 
linear Taylor [3]. The elevation distributions for the two cases are as follows: 

1. 25 dB, n = 4 linear Taylor, modified with a notch -60 dB below the unscanned main beam from 
v = -0.2 to -0.4, using Orchard Synthesis. Synthesized at 64 row locations (column-dependent). 

2. 25 dB, n = 4 Linear Taylor, modified with a notch -60 dB below the unscanned main beam from 
v ~ -0.2 to -0.4, using Orchard Synthesis. Synthesized at 32 row locations (column-independent). 

In this array, with 32 rows per column and an unstable triangular lattice, there are 64 unique y-values for 
the element locations. In order to force the desired notch into the sidelobes of the grating lobes, however, 
the notch must be synthesized over the 32 elements in a single column, and the same complex element 
weights applied to the 32 elements in each column, regardless of whether the elements are in an odd or 
even column. The effects of errors, mutual coupling, edge effects and bandwidth are neglected here. 

Column-Dependent Distribution 

In the column-dependent case, the notch is synthesized for the 64 different y-values. Figure 3 shows the 
complex aperture distribution. Figure 4 shows the elevation and azimuth principal plane cuts. Figure 
5(a) shows the sine space contour. The notch is present below the main beam, but the sidelobes of the 
grating lobe appear in the notch. Figure 5(b) shows an elevation cut through the grating lobe series at 
u = X/(2dx), which is approximately equal to u = 0.854 sines. The peak sidelobe level in the notch is 
-44.8 dBr, or more than 15 dB above the notch design level. 

50. I1 ' ' ' ' ' ' ' ' ' 

Il'l"l-T 

-0.50   -0.25    0.00    0.25    0.50 
Normalized Y Position 

Fig. 3 (a). Column-Dependent Notch Amplitude Distribution 
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-0.50   -0.25    0.00    0.25    0.50 
Normalized Y Position 

Fig. 3 (b). Column-Dependent Notch Phase Distribution 
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Fig. 4 (a). Column-Dependent Notch 
Elevation Principal Plane Cut 
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Fig. 4 (b). Column-Dependent Notch 
Azimuth Principal Plane Cut 
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Fig. 5 (a). Column-Dependent Notch Sine Space Contour 
(peak notch sidelobe level = -44.8 dBr) 

-1.0 -0.8 -0.6 -0.4 -0.2 0.0   0.2   0.4   0.6   0.8   1.0 
v, sines (u= .854 cm) 

Fig. 5 (b). Column-Dependent Notch 
Elevation Cut through u = +0.854 

Column-Independent Distribution 

In the column-independent case, the notch amplitude and phase distribution is synthesized over the 32 
elements in the odd columns, and the complex voltages are used for the 32 elements in the even columns. 
Figure 6 shows the complex aperture distribution. Figure 7 shows the elevation and azimuth principal 
plane cuts. Figure 8(a) shows the sine space contour. The notch is still present below the main beam, 
but the sidelobes of the grating lobes are now also notched over the range v « -0.2 to -0.4 sines. Figure 
8(b) shows an elevation cut through the grating lobe series at u = 0.854 sines. The sidelobe level in the 
notch is now -60.5 dBr, which is approximately the notch design level. 

-0.50   -0.25    0.00    0.25    0.50 
Normalized Y Position 

Fig. 6 (a). Column-Independent Notch Amplitude Distribution 
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Fig. 6 (b). Column-Independent Notch Phase Distribution 
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Fig. 7 (a). Column-Independent Notch 
Elevation Principal Plane Cut 
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Fig. 8 (a). Column-Independent Notch Sine Space Contour 
(peak notch sidelobe level = -60.5 dBr) 
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Fig. 7 (b). Column-Independent Notch 
Azimuth Principal Plane Cut 
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Fig. 8 (b). Column-Independent Notch 
Elevation Cut through u = +0.854 

Conclusion 

It has been shown that in a planar phased array with a triangular lattice, an elevation pattern notch will 
not be present over all azimuth angles unless care is taken in synthesizing the aperture distribution. 
While intuition may indicate that synthesizing the distribution over each unique element position would 
be advantageous, it actually is not. Only if the distribution is synthesized over the element positions in 
one column and then applied to the corresponding elements in the next column will the notch also appear 
in the grating lobe sidelobes in the correct location. For the example shown here, the difference in peak 
notch sidelobe levels is greater than 15 dB. 
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Limited Scan Antenna Systems Using Phased-Array Feeds (versus Direct Radiating Array 
Apertures) Require Fewer Array Elements; 

Or Do They? 

Paul A. Chiavacci, Raytheon Company 
528 Boston Post Road, Sudbury, MA 01776 

phone 978-440-1061; fax 978-440-2414; email 'chiavacci@ieee.org' 

Abstract: It is generally accepted that a limited-scan antenna system with a phased-array feed uses 
significantly fewer elements than a direct-radiating, phased-array aperture (planar array) for similar scan 
coverage. This paper presents an analysis showing this is not necessarily the case. The author derives the 
relative number of elements for both cases (phased-array fed lens and direct radiating aperture) using two 
grating lobe conditions: 1) elimination of grating lobes in "real space" and 2) elimination of grating lobes 
within the antenna coverage area. The former grating lobe condition does result in fewer array elements 
for the phased-array feed as expected. But imposing the latter grating lobe condition, often of interest in 
GEO satellite communication, yields no benefit in element count between a direct-radiating, phased-array 
aperture and the phased array fed, dual-lens antenna system used in the analysis. 

Introduction: It is often assumed that in limited scan applications an antenna system utilizing a phased 
array feed will require fewer elements than a direct-radiating, phased-array antenna i.e. planar array. It is 
often stated that in a dual lens system (a dual reflector antenna system would be equivalent) with phased- 
array feed the element advantage of a phased-array feed versus a direct-radiating phased array is in the 
ratio (f/F)2 [1]. Where f is the focal length of the Feed lens and F the focal length of the Aperture lens. 
Under the defined conditions for a modest ratio of focal lengths (e.g. f/F = 1/2) a significant reduction in 
the number of required elements (a cost driver in phased-array antennas) would be achievable. That's the 
perception. Reality, under reasonable operating conditions, is not necessarily the same. 

The above element reduction is achievable if the element spacing for the planar array (direct radiating 
aperture) and the phased-array feed are the same. That is usually not the case, since the phased-array feed, 
to achieve the aperture magnification (F/f) which yields the element reduction, is required to scan over a 
larger angle than the direct-radiating phased array. The larger scan angle necessitates a reduction in the 
element spacing for a phased array feed resulting in additional elements. 

Furthermore there are two conditions, defined by the imposed grating lobe requirement, which result in a 
change in the element spacing. Condition 1 requires that all grating lobes be eliminated from "real space". 
This provides for a planar array aperture with fewer required elements than the (F/f) ratio would imply 
since the element spacing on the planar array is greater than is required for the phased array feed. 
Condition 2 only requires that all grating lobes be eliminated from the primary coverage area of the 
antenna. This would be the case, for example, if one wanted to eliminate grating lobes from impinging on 
the disk of the Earth as viewed from geosynchronous orbit. Under this latter condition the ratio of the 
element spacing required for a direct-radiating planar array and the phased-array feed is such that the 
number of elements required for both the phased-array feed and the direct radiating aperture are the same. 

The following section derives the size and structure of a limited-scan, dual-lens antenna system in the 
manner of Chen and DuFort [1], to determine the size of the required phased-array feed. Further sections 
define the grating lobe criteria and derive the number of array elements required for both antenna 
structures: direct radiating array aperture and the array-fed, dual-lens antenna system. Finally, the 
element ratio between antenna system types using both grating lobe conditions is determined. 
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Size and Structure of a Dual-Lens Antenna System with Phased Array Feed 

Prior to beginning an analysis of element count it is necessary to determine the size (diameter) of the 
array feed that must be populated with elements. To do so requires an extension of the analysis employed 
by Chen and DuFort [1]. The analysis assumes that the Aperture lens is efficiently utilized consequently, 
the diameter D of the Aperture lens is equivalent to the diameter of the direct radiating array. Also, all 
angles are in radians and the small angle approximation is employed for the limited scan conditions. 
Refer to Figure 1 for an overview of the dual lens system. 

Aperture Lens 

Focal plane 

d=2(F+f)0+(flF)D 

Feed Lens 

Phased Array Feed 

A = (f/F)D 

Figure 1. Dual Lens Antenna System with Phased Array Feed 

The Aperture lens, Feed lens and Array feed are placed coaxially. The Aperture lens and Feed lens are 
also confocal. For angle of arrival 0 (i.e. lens system in a receive configuration) the ray intercepts the 
focal plane at a distance s = F0 from the axis. Since parallel incident rays cross at the focal spot that is 
common to both the Aperture and Feed lenses, the rays will exit the feed lens at an angle <I> to the coaxial 
line. Therefore, s = F0 and s = fO or 

1) O = (F/f)0 
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From this relationship it can be seen that the scan angle <& required of the array feed is equal to the 
magnification of the lens antenna system (F/f) multiplied by the far-field scan angle 0. In other words to 
achieve lens system magnification the array scan angle must increase correspondingly. 

The size of the Feed lens can be determined by reference to Figure 1, where r = s+s' and 
F/(R+s) = f/s'. Substituting from the previous equation for s\ setting s = F0 from Figure 1 and 
combining terms yields r = (F+f)0 + (f/F)R. Therefore, the diameter (d= 2r) of the Feed lens 

2) d = 2(F+f)0 + (f/F)D 

To provide maximum utilization of the Aperture lens it is necessary to place the Array feed at the proper 
distance from the Feed lens. We want to ensure that energy leaving the Feed lens, at all scan angles and 
without spillover, will be intercepted by the Aperture lens. The location of the Feed lens can be 
determined by considering a central ray through the lens system. To implement the above condition it is 
necessary that a ray through the center of the Aperture lens also intercept the Array feed at the center of 
the array. 

Given the above we can determine the proper distance (h) between the Feed lens and the Array feed. 
Notice that x = (F+f)0 and x = hO. Equating the expressions and solving for h yields, h = (F+f)(0/O). 
Substituting equation 1 into the previous result yields 

3)h = (F+f)(f/F) = f(l + f/F) 

We can now determine the diameter A of the phased array feed. From Figure 1 we set A/2 = r - hO. 
Substituting r (r=d/2) from equation 2) and h from equation 3) results in A/2 = (F+f)0 + (f/F)R - 
f(l+f/F)0. Further substitution of equation 1) for <J> and combining terms results in A/2 = (f/F)R or, 

4) A = (f/F)D 

The above analysis defines the gross dimensions of a dual-lens antenna system with phased-array feed 
and is useful as an initial approximation to begin a baseline design. A final design will require 
application of geometric optics and extensive ray tracing. Such a design is not the intent or purpose of this 
paper. 

Given the diameter A of the phased-array feed we can now determine the number of elements required to 
populate a feed of this size. This is done in a later section. In the next section we define the grating lobe 
conditions of interest. 

Grating Lobe Criteria 

The textbook grating lobe criteria [2] [3] that restricts the scan angle of a phased array to eliminate grating 
lobes from entering "real space" is defined as 

5)sinG<[A/d]-l 

Where 0 is the scan angle of the radiating array, X the operating wavelength and d the spacing between 
elements. Such a condition eliminates any beam, other than the mainbeam, from forming in visible space 
and the antenna designer need not be concerned about radiating energy or receiving energy (other than 
normal sidelobes) from unwanted directions. This is a desirable condition (no grating lobes in real space) 
but imposes a strict limit on element spacing. For a non-scanned antenna -main beam on boresight- the 
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theoretical element spacing can approach X. For large scan -approaching 90 degrees- the element spacing 
approaches a A/2 limit. 

Although eliminating grating lobes from "real space" is a desirable condition, the antenna designer may 
choose other means to eliminate/reduce grating lobes such as providing an element pattern that minimizes 
the effect of grating lobes in real space. If grating lobes can be mitigated by other means, such as the 
above element pattern approach, then the antenna designer need not be as concerned about grating lobes 
entering "real space".  The designer then only needs to be concerned about grating lobes that enter into 
the primary coverage area of the antenna. 

The grating lobe condition that applies in such a case -no grating lobes in the primary coverage area of 
the antenna [4]- is 

6)sin0<±[%] 
Such a condition might apply to Earth coverage from geosynchronous orbit. In other words, allow grating 
lobes into real space, mitigate the effect of grating lobes using the element pattern or other techniques, but 
do not allow grating lobes to impinge on the Earth's disk as seen from geosynchronous orbit (+/-8.7 
degrees). Under such conditions the less stringent grating lobe condition is a desirable design point. 

The following sections of this paper discuss and compare the relative element count required for the 
direct-radiating, phased-array aperture as compared to the phased-array feed under both grating lobe 
conditions. 

Number of Elements required; No Grating Lobes in "Real Space" 

For the first grating lobe condition, no grating lobes in "real space" (equation 5), we will now determine 
the number of elements for a direct radiating phased array aperture. The number of radiating elements is 

proportional to [D/d]2. Where D is the required radiating aperture and d < 

limiting condition for d the number of required elements is proportional to 

limited scan conditions (sin 0 = 0) then, 

sin0 + l 

[D(sin 0 + 1)] 

Now utilizing the 

2 

For 

7) # of required elements °= 
D(0 + 1) 

for the direct radiating aperture. 

For a phased array feed we can calculate the number of required elements in a similar manner by 
substituting the diameter A for the phased array feed in place of D. The number of required elements is 

-12 r  .-. x 

D (equation 4), and d= 7-7—^—^-. Substituting for O from proportional to , where A = 
F 

equation 1) and utilizing the small angle approximation yields, 
(sinO + l)' 

8) # of required elements« 

/ D 
f 
-0 + 1 

n2 

for the phased array feed. 
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Now we can determine the relative number of elements for a direct radiating aperture versus a phased 
array feed for a dual lens system. The ratio (number of elements required for the direct radiating aperture 
divided by the number of elements required for the phased array feed), 

Z>(0 + 1) 

-2 - 

= 
0 + 1 

G + (VI VF)\ 
9)   ratio= 

The following Table summarizes the element ratios for practical values of the scan angle 6 (radians) and 
/ 

the inverse of the lens magnification ratio, — : 

^\f/F 
0^\ 1 1/2 1/3 

0 1 4 9 

0.1 1 3.4 6.4 

0.2 1 2.9 5.1 

Table 1. Ratio of the Required Elements for a Direct Radiating Phased Array Aperture versus a 
Phased Array Fed, Dual-Lens Antenna System 

As can be seen in Table 1 and equation 9, for zero scan (9 = 0) we achieve the familiar (F/f)2 ratio of 
elements for the direct radiating phased array aperture versus the phased array fed dual lens. 
Consequently, for a f/F ratio of lA the direct radiating aperture requires 4 times as many elements as the 
phased array feed. 

As the scan angle increases the benefit of a phased array feed is reduced but the element savings is still 
significant: the direct radiating aperture requires 3.4 times as many elements for 0 = 0.1 radians (5.7 
degrees) and 2.9 times as many elements for 9 = 0.2 radians. See results in Table 1 for a range of focal 
lengths (f/F) and scan angles (9). 

The above results because the direct radiating aperture is restricted to a maximum element spacing of d = 
X. Using the grating lobe criteria that eliminates grating lobes from the antenna coverage area (equation 6) 
imposes no such condition and consequently, the result is quite different, as we will see in the next 
section. 

Number of Elements required; No Grating Lobes within the Antenna Coverage Area 

For the second grating lobe condition, no grating lobes within the antenna coverage area (equation 6), we 
will again determine the ratio of the required number of elements: direct radiating aperture versus a 
phased array feed. 
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The number of radiating elements for the direct radiating aperture is again proportional to 
d 

but 

under the present grating lobe condition, d < ■ 
2 sin 6 

limiting condition for d, and the small angle approximation for sin 6 yields, 

. Now putting it into equation form, utilizing the 

10) # of required elements 
2Dd 

for the direct radiating aperture. 

Continuing the analysis for the phased array feed; the number of required elements is proportional to 
2 

A 
d 

f 
where A = D— and d = 

F 2sinO 

X F 
. Substituting for <p = —6 from equation 10) and again using 

the small angle approximation, results in 

11) # of required elements 
2D0 

for the phased array feed. 

Now dividing equation 10) for the direct radiating aperture by equation 11) for the phased array feed 
yields, 

~2D0/n2 

12) ratio = 
2Dd/ 

Therefore, from equation 12) we can see that if we are willing to allow grating lobes to enter "real space" 
but eliminate them from impinging on the defined coverage area of the antenna, there is no advantage in 
element count between a phased array feed and a direct-radiating aperture (planar array). This is due 
primarily to the fact that allowing grating lobes into "real space" allows the antenna designer to use 
element spacing (element size) of multiple wavelengths. For example, from equation 6) keeping the 
grating lobes out of a coverage area of 0.2 radians (11.4 degrees) half-cone angle, allows an element 
spacing of d= 2.Sk. This super-element design (element diameter greater than X) allows for an 
equivalent number of elements and supporting components (power amplifiers or LNA's and phase 
shifters) as one would achieve using a phased-array feed in a dual-lens antenna system. 

Summary and Conclusions: In this paper we have derived the size of the phased-array feed necessary to 
support an array-fed, dual-lens antenna configuration (a dual reflector configuration should provide a 
similar result). We then determined the element ratio between a direct radiating, phased-array aperture 
(planar array) and the phased-array fed, dual-lens antenna configuration. It is shown that for the grating 
lobe condition which eliminates grating lobes from "real space" the element advantage of the phased 
array feed approaches the familiar ratio of f/F. Where F/f is the ratio of the focal lengths of the dual 
lenses and equals the aperture magnification of the dual-lens antenna system. This is as expected. 

It is also shown that if the antenna designer allows grating lobes to enter "real space" but remain outside 
of the defined antenna coverage area (as might be the case for an antenna system illuminating the Earth's 
disk from geosynchronous orbit), then the phased-array fed, dual-lens system has no advantage 
(reduction) in element count over a direct-radiating aperture (planar array). 

296 



Acknowledgements: The author is grateful to Matt Fassett for discussions and insights in the area of 
dual-lens antenna systems. In particular, for directing me to the patent by Chen and DuFort without which 
this paper would not have been written. 

References: 

[1] Chao C. Chen and Edward C. DuFort, "Optical Limited Scan Antenna System", United States Patent 
#3,835,469, September 10, 1974 

[2] E. Brookner (ed), " Practical Phased Array Antenna Systems", Artech House, 1991 

[3] Robert J. Mailloux, "Phased Array Antenna Handbook", Artech House, 1994 

[4] Paul A. Chiavacci, "Planar Phased Array Relationships for FFT & Butler Matrix Generated Beamlets 
with Graphical Display of Results", IEEE International Symposium on Phased Array Systems and 
Technology, Boston, MA, 15-18 October, 1996 

297 



298 



ON THE USE OF YAGI-UDA ELEMENTS IN ARRAY ANTENNAS 
FOR LIMITED SCAN APPLICATIONS 

Sergei P. Skobelev and Alexander V. Shishlov 

JSC "RADIOPHYZIKA", 10, Geroev Panfilovtsev str., Moscow 123363, RUSSIA 
Ph.: +7 095 494 9565, Fx.: +7 095 496 8790, E-mail: apex@glas.apc.org 

1. INTRODUCTION 

Some applications require development of array antennas providing high-gain electronic beam 
scanning in a wide-angle sector in one plane and in a limited (small) sector in another plane. In principle, 
such arrays with the correspondingly minimized number of controlled elements in the limited-scan plane 
can be designed by using the constrained circuits of overlapped subarrays with flat-topped radiation 
patterns [1], [2]. Another approach, though less universal but resulting in simpler feed systems, is the use 
of longitudinally radiated antenna elements like dielectric rods, [3], allowing forming the required 
overlapped subarrays at the expense of natural interaction between the elements over free space. More 
convenient longitudinal elements for the indicated arrays designed for operation at linear polarization in 
the L-to-Ku frequency ranges could be director Yagi-Uda antenna elements. Performance of such elements 
in an infinite array for wide-angle scanning in both planes is studied in [4]. Some experimental data 
concerning a linear array are used in [5] as a material for comparison, but they are obviously insufficient 
for making reliable conclusions on capabilities of shaping the flat-topped patterns by the director array 
elements. Any other studies on the use of the director elements in the limited-scan arrays are unknown for 
the authors, and performing such studies is of interest. 

The arrays of director elements can be realized in different modifications, and this gives a wide field 
for research. To begin with, we consider below a simplified model in the form of an infinite planar 
periodic array of thin-wire director elements arranged above an infinite perfectly conducting screen. 

2. FORMULATION AND SOLUTION OF THE PROBLEM 

Geometry of the array under consideration is shown in Fig. 1 together with a rectangular coordinate 
system Oxyz. The director elements are arranged in a rectangular lattice with spacing dx and dy along the x- 
axis and j-axis, respectively. The array element consists of M perfectly conducting wires arranged 
symmetrically in a plane parallel to the Oyz-plane. Each wire is parallel to the screen, and characterized by 
diameter 2a, length 2dm, and height above the screen hm, where m=\,2, ...,M. The first wire is treated as 
a driven dipole, and the rest ones are passive directors. The dipoles are assumed to be fed in the infinitely 
narrow gaps in their centers via transmitting lines with wave resistance Wf.. The amplitude and phase 
distributions of the excitation over the array elements are assumed to be uniform and linearly progressing, 
respectively. 

To calculate the array characteristics, we assume that the wire diameter 2a is much less than the 
operating wavelength X, element spacing, and distance between any two wires. This allows us to replace 
the surface currents on the wires by j-directed currents Im(y), m = 1,2, ..., M, on the wire axes. The 
boundary condition on the wire surfaces and subsequent standard procedure aimed at determining the 
indicated currents give the following system of integral equations 

£ | G^,/)/,(/)rfy+C, cosky + Dm sin*y = -—l^sin*|y|, (1) 
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where |j| < dm, m = 1, 2, ..., M, Cm and Dm are unknown constants, V is the voltage in the gap of the 

central dipole, 81 m is the Rronecker symbol, k = 2n/X, W<i= 120jt Q, and 

H7l p=^ q=^ Kpq 

11 ldxdy p=_„?: 

 8mll Rel -  -QAy-y1) (2) 

withÄM=[(^J2
+(>)-y-^)2

+(/Im-/I^)
2
+fl

280^raJ
1/^^M=[^+ßJ-^],/^ap=(« + 2^)/d;t, 

$g=(v + 2nq)/dy, T,
M=[a2

p + &l-k2 + 2ik'k"]U2, u = faf,sin9cos(p, v = /W,sin9sin(p. The angles 6 

and (p specify the main lobe direction. 
The kernel (2) has been obtained from the free space periodic Green's function with accelerating the 

convergence of the latter when m = |i. by generalizing the approach proposed in [6]. As a result for the 
indicated cases, the first series in (2) converges exponentially, and the second one converges as 
1.5(k'k")2r£. An optimum proportion between k' and k" satisfying the condition k'2-k"2 = k2 is 

determined by a concrete scheme of calculations. Note that the present approach is more efficient than that 
in [7] providing the convergence as r^, and much simpler than the algorithms based on the Ewald 

transformation [8]. 
Determining the voltage Fin the gap from formula V= 2Vf- WfI\(0), [9], where V is the voltage of 

the incident wave in the transmitting line, breaking the wires into intervals by collocation points at 
ymn = (« -I- Nm)

dm /Nm' n = *> 2> •••> 2^>i+1» usmgthe piece-wise linear approximation for the currents 
on the intervals, and satisfying (1) in the indicated points, we reduce (1) to the algebraic system 

Cm cos kymn + Y, 1 Gm,Jp> + D*sin tymn = ^s™ k\ 
H=l v=2 wn 

(3) 

where m- 1, 2, ...,M, n= 1, 2,..., 2Nm+l, 1^ are currents at the collocation points, 

G„ 
2Wn ■Jc sin k\ymn I +  }(1 -1y'-y^\ I A, )Gn^ (ymn, y')dy', 

An = dp /Np, and it is taken into account that the currents at the wire ends are equal to zero, so that the 
number of unknowns is exactly equal to the number of equations. 

After solving the system (3), the array reflection coefficient is determined as 
R(u, v) = 1 - WfIlA+i (w, v)IV', and the components of the array element pattern corresponding to the unit 

incident power are calculated by formulas 

Fe (9, <p) = Fy (9,9) cos 9 sin (p, F, (9, cp) = F. (9, cp) cos q>, 

where 
(4) 

1   \WfWtD " 

k V dxdy ti 

sin(0.5Amv/<f ) 

0.5A v/d„ 
sin^cos^g/^.vy^'"'. 
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3. RESULTS OF CALCULATION 

The algorithm described above has been realized in a FORTRAN code tested by comparing the results 
for the array parameters available in [4]. After testing there have been performed a number of calculations 
with optimization of the array element parameters for shaping the flat-topped patterns. The study has 
shown that the director elements are capable both to provide high wide-angle scanning performance in the 
E-plane and to shape the flat-topped pattern of high quality for spacing up to dy=X. The results to be 
discussed below have been obtained for the cases when the directors have identical lengths, and the wires 
in the element are arranged at an identical distance Ah-hm+i-hm from each other. In these cases the 
parameters under optimization have been the number of directors M-l, the director length, and the 
distance between the wires. Some results of such optimization are presented in Figs. 2 through 5. The 
same for all these results are the following values 2d{=0ASX, hi=0.25X, 2a=0.0U\, 2dm=0.35\ for 
2 < m < M, dx^O.ßX, at a reference frequency^, and W/=75 Cl. 

Figs. 2 and 3 contain the element patterns in the E- and H-planes, respectively, of an array with 
6^=0.8^ and four directors arranged in the element with AA=0.12X. The similar E- and H-plane patterns 
for an array with dy=X and six directors in the element where Ah=0A4X are shown in Figs. 4 and 5, 
respectively. The solid curves with crosses presented for comparison correspond to the elements having no 
directors. The comparison shows that the quality of the obtained flat-topped patterns is rather high, and the 
VSWR calculated from the reflection coefficient is less than 1.2 in the area corresponding to the flat tops 
of the patterns. However we have failed to obtain such quality for the spacing greater than wavelength. As 
for the H-plane (Figs. 3 and 5), we observe that, like in [4], the patterns have narrow notches at the angles 
slightly smaller than those corresponding to arising the grating lobes. We can also observe that the greater 
notches correspond to the longer (in the z-direction) director elements. As shown in [4], the indicated 
effects are not observed in the arrays with triangle lattices. However the study of such arrays for limited- 
scan application is beyond the present paper. 

The results in Figs. 2 and 4 show that the flat-topped pattern shape is kept well within a 10% 
frequency band, and the changes of the pattern width correspond to the natural changes of the element 
spacing. The bandwidth can be even wider if the element spacing in the E-plane does not exceed the 
wavelength. 

Thus, the obtained results have shown good capabilities of the director elements to use them in the 
array antennas for limited-scan application, and allow us to draw a conclusion on promises of the further 
studies in this area. 
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Fig. 1. Geometry of a planar array of Yagi-Uda elements. Fig. 2. E-plane patterns of array 
with4=0.8X,,AA=0.12X. 
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Abstract 

A cross-dipole antenna surrounded by four pins is used as a radiating element for a 

finite-element phased array. To achieve near-hemispherical radiation coverage and high gain 

under the consideration of mutual coupling effects, a method of using genetic algorithms to 

optimize the design parameters of a cross-dipole antenna is presented. A method of moment's 

code, performs the task of evaluating each of antenna designs generated by the genetic algorithm 

(GA) during the optimization process. To illustrate capabilities of this approach, the numerical 

results are compare to the measured ones, showing excellent agreement in the comparison. 

I.     Introduction 

Genetic algorithms (GA's) are a class of search techniques that use the mechanics of 

natural selection and genetics to conduct a global search of a solution space. The goal of the 

search is to find a good solution to the given problem. Other optimization techniques (such as 

gradient decent method) search a region of the solution space around an initial guess for the best 

local solution. However, a local search is limited to finding the best of these poor solutions 

provided that the initial guess falls in a region of the solution space. This is particular true as 

design parameters are large, resulting in difficulty for searching the entire solution space by 

using gradient decent methods. 

In the designing and synthesis of the finite element phased array, one of the most important 

goals is to find the optimal radiating element that meets a set of performance criteria that usually 

include gain, beamwidth, input impedance, and physical size. Generally, there are a large 

number of design variables that affect the antenna performance because of the mutual coupling 

effects inhering in the phased array. Thereby, it is often difficult to provide good initial guesses 

for the design. For such a complex problem, the GA approach become attractive to conduct a 

global search for a solution that satisfies some specified performance criteria. 

Adapting this point of view, there has been a recent interest in applying GA's to the 

pioblem in the field. Haupt [1] used GA's to thin dense arrays of active elements for 

minimizing sidelobe levels, and Marcano et al. [2] determining phase and amplitude setting for 

array beamforming with GA's. In wire antenna design, Boag et al. [3] designed electrically 

loaded wire antenna with GA's and Jones's et al. [4] have used GA's to design the optimal Yagi- 
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Uda antennas. 

The aim of this paper focuses on using of genetic algorithms to optimize the design of a 

circular-polarized cross-dipole antenna with near-hemispherical coverage for the application of 

finite-element phased array. The dipole with arms sloped down at 45° and surrounded by four 

pins is proposed to enhance the radiation coverage and to maximize the gain as well. During 

the optimization process, a developed method of moment code [5] performs the task of 

evaluating each of designed parameters, including the length of dipole and pin's length and 

location, generated by the GA. The results are compare to the measured data, showing 

excellent agreement in the comparison. 

II.    Genetic Algorithms for Antenna Design 

Figure 1 shows a cross-sectional and top view of the cross-dipole antenna with arms sloped 

down at 45° and two pins surrounded. The goal of this design in determining the design 

parameters (such as the length of dipole (/j), and the length (lp) and location (xj) of pins) such 

that antenna gain can be maximized and near-hemispherical radiation coverage can be achieved. 

To consider the effect of mutual coupling on the antenna performance, we use five elements 

arranged in triangular lattice with central driven element, as shown in Fig. 2, in this case of study 

since the coupling fields among the radiating elements other that the adjacent ones is negligible. 

The objective function rewards an antenna design x for having a high gain G of gmax and 

penalizes the design if the radiation far-field pattern F is not equal to a constant C over the 

hemispherical coverage.    Thus, the object function can be expressed numerically as 

0(x) = a\G(x) - gmaxf + b\F(x) - C\2 (1), 

such that the performance can be optimized in the sense of least square error.    The constant a 

and b are weights that control the contribution from each term to the overall objective function. 

Figure 3 shows a flow diagram of the GA used in this paper. Most of steps shown are 

common to any genetic algorithm regardless of the problem being solved. Before applying the 

GA's algorithms, one should represents the antenna as a chromosome, which are abstract 

representations of the solution to the problem. Then three basic genetic operators: reproduction, 

crossover, and mutation are processing. Reproduction, the simplest of the operators, directly 

copies an individual from the old generation into the new generation. In crossover, information 

between two chromosomes is exchanged by cutting the chromosomes at a random chosen 

location and swapping the ends of the chromosomes to create two new chromosomes. In order 

to maintain a more diverse population, the mutation operator is introduced. If a particular bit in 

a chromosome is chosen for mutation, the value of the bit is simply changed from zero to one or 

from one to zero. 
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III. Results 

In this optimization, we set the constant a = 1, b = 10, gmax = 5dB, and C = 1.8 so that the 

near-hemispherical coverage receives more emphasis than gain of the antenna. There are four 

adjustable element length and two-location spacing resulting in total six adjustable parameters. 

Each parameter is discretized using eight bits to form a total chromosome length of 48 bits. To 

thoroughly cover the search space, the population size of 100 is chosen. It required about 10 

min on Pentium 11-233 personal computer. The simulated result is tabulated in Table I. 

According to the simulated results listed in table I, a five-element, proof-of-concept design is 

built for experimental validation. Fig.4 plots a comparison of the radiation coverage between 

the theoretical pattern with 4 pins and that without 4 pins, showing greatly enhancement in 

coverage by using 4 surrounded pins. Furthermore, the simulated patterns at two orthogonal 

plane cuts are plotted in Fig.5 to compare with measured ones, showing well agreement at the 

radiation coverage of interest. 

IV. Conclusion 

A circular polarized cross-dipole antenna with near-hemispherical coverage is presented for 

a finite-element phased array antenna.    A method of GA is employing in the performance 

optimization, showing that the design performance not only satisfies the system requirement but 

also well agrees with the measured result. 
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Table I. Design Parameters and Performance Comparison 

LP[(A0) Lp2 ("o) XP|6W Xpi (AQ) LDI ("a) LD2 ("-a) GAIN(d B) 

Simulation 0. 191 0.193 0.308 0.305 0.386 0.388 4.81 

Experiment 0.19 0.19 0.31 0.31 0.39 0.39 4.65 
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INTRODUCTION: 
Multilayer patch array structures are useful for bandwidth enhancement purposes or for 

dual band applications [1]. Floquet modal expansion followed by Generalized Scattering Matrix 
(GSM) formulation are commonly used to analyze such structures [2,3]. This analysis assumes 
equal cell size for all the layers. For many useful structures, however, the layers may not have 
identical cell sizes. A typical example of this kind is a patch array antenna loaded with a 
frequency selective surface (FSS). Generally, the cell size of the radiating patch layer is different 
from that of the FSS. A more complex multilayer array structure is a patch array loaded with a 
polarizing screen. The patch layer and the polarizer layer have different cell sizes and the cell 
orientations are non-parallel. To analyze such useful but complex structures, no systematic 
procedure is available in the open literature. 

We present a general analysis of multilayer structures. The analysis accommodates 
different cell sizes of the layers, including angular rotations. We first find the global unit cell 
dimensions, which is equal to the lowest common multiple of the cell dimensions of the layers. 
We then find the GSMs of the individual layers with respect to the global unit cell. Construction 
of the global GSM for each layer is necessary in order to apply the GSM cascading rule [2] for 
analyzing a multilayer structure. It is found that a set of local GSMs (GSMs with local unit cell 
and local coordinate system of an individual layer) can be used to construct the global GSM for 
that layer. The mode numbers (Floquet mode indices), however, will be different for the two 
different cells. Therefore, if one could find a mapping relation between the mode number 
associated with a local cell and a global cell, then one can construct the global GSM for the layer 
using the local GSM elements. We have established such mapping relations for different cases. 
To find a local GSM of an individual layer, we use Floquet modal analysis and Galerkin's 
method of moment [3]. Once we find the global GSMs for all the individual layers, we can find 
the overall GSM of the structure. The following three examples illustrate the analysis method and 
verify the accuracy. 

Example 1: Patch-fed patch subarray: Figure 1 shows the geometry of a unit cell of the structure. 
The array consists of two patch layers on a dielectric coated ground plane. Probes excite the 
lower layer patches. Each lower layer patch electromagnetically couples four upper layer patches. 
The driven patch in the lower layer and the four coupled patches in the upper layer make a 
subarray of an infinite array system. The lower layer patches have the periodicity [a,b], while the 
upper layer patches have the periodicity [a/2,b/2]. In a unit cell, the driven patch is symmetrically 
located below four upper layer patches. Analysis of an isolated subarray is reported in [4]. 
However, our analysis is applicable for infinite array of such subarrays. 

In Fig. 1 we have plotted the input impedance of a unit cell. The geometry of a unit cell is 
shown within the figure. For comparison we have also plotted the impedance data of an isolated 
subarray [4]. High Q resonances are found to occur for the infinite array case. The high Q 
resonances near 4.4 GHz and 5 GHz are due to the parallel plate modes that couple with higher 
order Floquet modes. The uncharacteristic behavior of the array impedance near 4.16 GHz is due 
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to the appearance of the first grating lobe. If the high Q resonance points are ignored (which are 
pertinent to an infinite array), the general shapes (including the number of peaks) of the 
impedance curves are very similar to each other. 

Example 2t Array of Subarrays: For a limited scan requirement, the subarray concept is useful 
because it allows a lesser number of phase shifters than normal. The usual way of analysis is to 
consider the entire subarray as a unit cell of the array and then solve the patch currents using the 
method of moments [5]. This method requires excessive analytical and computational efforts 
because all patch currents in a subarray are solved simultaneously with a large number of 
unknowns. In the present approach, we use the general procedure outlined before with necessary 
modifications for [Z] matrix representation of a subarray. In order to validate the above subarray 
analysis, we compute the impedance matrix of three subarrays with elements 1 x 1, 2 x 1 and 3 x 
1, respectively. From the impedance matrix, we derive the reflection coefficient seen by an equal 
split power divider. Figure 2 shows the reflection coefficient data. Also plotted are the results 
published in [5]. For our numerical results, we assume the probes to be located near a radiating 
edge of the patch elements. Excellent agreements between the two sets of results are found. For 3 
x 1 element-subarray, discrepancies are found near 9 = 20 degree and 0 = 75 degree scan angles. 
These two angles correspond to the array blind spots. The magnitude of the reflection coefficient 
near the blind spot is very sensitive to the feed location. Since the feed location is not mentioned 
in [5], we assume the feed locations near the edge of the patch elements, which may be different 
from that in [5]. 
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Fig.2; Reflection coefficient versus Emplane scan angle of an infinite array ofsubarrays. Element spacing 
within a subarray = 0.5x0.5 sq-wl. Element size = 0.28 x0.3 sq-wl, eps = 255. 

Example 3: Slot-fed Patch Array Loaded with Screen Polarizer: An exploded view of the 
structure is shown in Fig 3(a). The patch array is designed to radiate linearly polarized wave. The 
screen polarizer converts the fields from linear polarization to circular polarization. The analysis 
of such an integrated structure (patch & polarizer) has not been reported. It is found that the scan 
performance of an isolated screen polarizer differs considerably from that when coupled to a 
patch array. The periodicity of the patch elements is 0.99 cm in both directions. For the screen 
polarizer, the spacing between two grid-lines is 0.35 cm and the grids are oriented at an angle 135 
degree with the E-plane of the patch array. Figure 3(b) shows the input impedance of an element 
with and without screen polarizers. Two different polarizers (meander line and strip line 
polarizers) are considered in this study. The impedances are computed for bore-sight beams. 
Expectedly, the polarizers reduce the impedance bandwidth of the array. The strip line polarizer 
introduces high Q resonances, which are due to coupling between strip line modes and higher 
order Floquet modes. For meander line polarizer no such resonance occurs for the bore-sight 
beam. Figure 3(c) shows the axial ratio versus frequency for three different screen locations. By 
adjusting the spacing between patch surface and the screen polarizer, the array structure can be 
tuned to some extent, to improve the axial ratio of the radiated fields. For the strip line polarizer, 
the axial ratio degrades significantly at the resonance locations. More results will be shown 
during the presentation, which are omitted here due to space limitations. 
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Fig. 3; (a) Exploded view of a slot-fed patch array loaded with meander line screen polarizer, (b) Input 
impedance versus frequency, •••»patch array without polarizer, -A- with strip line pol.(d=0.5 cm), -U- 
with meander line pol. (d = 0.5 cm), -O-'with meander line pol. (d=0.7 cm), d = distance between patch 
surface and polarizer bottom surface, (c) Axial ratio versus frequency. 
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SUPPRESSION OF SUB-ARRAY QUANTIZATION LOBES 

R. C. Hansen 
Consulting Engineer 
Tarzana, CA 91357 

818-345-0770 

A new method for decollimating the quantization lobes (QL) of a scanned array of sub-arrays 
applied pseudorandomization to the sub-array phases [1]. This breaks the QL up into several lobes, of 
roughly equal, and lower, amplitude, providing the number of elements is large and the random 
numbers are good. Most random number tables (and generators) of 100 numbers are only partially 
random; the random number table should spread out the QL energy, with no excessive peaks. New 
test cases utilize a linear array of 100 or 102 isotropic radiators, with sub-arrays of 2 or 3 elements, 
and half-wave element spacing. A random number table (from 0 to 1) is used to adjust the phase 
applied to each sub-array. Fig. 1 shows a conventional array of 2 element sub-arrays, with 5 bit phase 
excitations, for a 30 deg. scan. Note the low non-monotonic sidelobes caused by the 5 bit phase 
quantization. As expected the main beam (MB) and QL are equal, each about 3 dB down [2]. Instead 
of adding a pseudorandom phase to that of each sub-array, the 5 bit phase is calculated at a virtual 
phase center for each sub-array. In Fig. 2 each sub-array phase center is selected at the element whose 
position most closely matches the random number. While the amplitude and position of the main 
beam is unchanged, the QL is suppressed to -14 dB, or 11 dB below the MB. The random number 
table used was not optimum, but was the best of a dozen tries. For a scan of 45 deg., the MB is down 
7 db and the QL is down only 1 dB, as seen in Fig. 3. This of course, is because the first QL moves 
closer to broadside as the MB scans away. Fig. 4 shows the decollimated pattern: the MB is 
unchanged, while the QL is down 12 dB, or 6 dB below the main beam. The same random number 
table is used. 

For 3 element sub-arrays the results are less useful, primarily due to the narrower sub-array 
pattern. Fig. 5 is for a 102 element array at 30 deg. scan: the MB is down 9 dB, and there are two 
QL. The decollimated pattern of Fig. 6 shows the MB unchanged, but the first QL is down 12 dB, or 
roughly 4 dB below the main beam. In both patterns the sub-array pattern null at ±42 deg. can be 
observed. Thus for a 45 deg. scan the results are poor. 

Four element sub-arrays, with a sub-array null at 30 deg. are severely scan limited, although 
the QL are nicely suppressed. 

Pseudorandomization appears useful for two element sub-arrays, with modest scan ranges. 
These sub-arrays can provide a QL 12 dB below the main beam at 30 deg. scan, and 6 dB below the 
main beam at 45 deg. scan. This may allow some systems to utilize this new method. A planar array 
would require only 1/4 the number of TR modules compared to a conventional array with one module 
per element 
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Fractal Loop Elements in Phased Array Antennas: 
Reduced Mutual Coupling and Tighter Packing 

John P. Gianvittorio and Yahya Rahmat-Samii 
Department of Electrical Engineering 
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Los Angeles, CA 90095-1594 

Introduction 
A common goal for array antennas has been to pack the elements tighter for lower scan angles 
while fighting mutual coupling. The emergence of wireless networks as a rapidly expanding 
market has brought about a need for very small and efficient phased array antennas. An 
optimal design would incorporate tightly packed elements for efficient directed transmissions 
that radiate effectively without significant mutual coupling. 

This paper presents arrays for a wireless LAN configuration, designed at 2 GHz for operation 
at the PCS band, that scan lower angles more efficiently than conventional designs. We show 
the benefits of using fractal elements in linear phased arrays to achieve denser packing while 
minimizing mutual coupling. 

Previous work has shown that fractal geometries are an effective means of miniaturizing 
antennas [1]. The smaller elements can work in an array in two ways: the first is to increase 
the gap size between the elements, thus reducing the coupling between them; the second is 
to allow more elements into a fixed length array for broader scan angles. 

Also, there are two methods for utilizing fractals in arrays. One method is fractal arrays, 
which arrange elements in fractal patterns [2] [3]. The other method, analyzed here, uses 
fractals as elements. Linear arrays of fractal square loop elements were analyzed using a 
Method of Moments computer code developed at UCLA [4]. 

Reduced Mutual Coupling with Fractal Elements 
Mutual coupling adversely affects the feeding voltages of the array elements, typically raising 
the level of the back radiation and filling in the nulls of the antenna pattern [5]. 

This problem can be managed by using smaller array elements, which maintain interelement 
spacing while increasing the physical gap between elements. Fractal geometries exhibit similar 
radiation patterns and input impedances as standard geometries, while requiring less space. 

The fractal geometry that is utilized is a second iteration of a square Koch loop [6] [7]. This 
geometry, fed as a loop antenna, as well as the square loop antenna, can easily be matched 
to 50fi at the PCS band and shows significant reduction in width, §, compared to a square 
loop. The second iteration was chosen to keep the array easily printable on a PCB. The 
element patterns of the two geometries and the input match are shown in Figure 1. 

A five element, Dolph-Chebyshev array, scanned to 150° off of the axis of the array, shown 
in Figure 2, was designed for -30 dB sidelobe levels for minimal back radiation. However, 
the volatile ratio of the excitation coefficients, 1 : 2.41 : 3.14 : 2.41 : 1, increase the level 
of mutual coupling between the elements [5]. Standard square elements yield unpredictable 
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results with this level of coupling, but the reduced coupling of the fractal elements permit 
this design. 

The arrays, both having identical excitation and 0.3A spacing, give the normalized far field 
patterns shown in Figure 3a. The patterns, when compared to the ideal pattern, a Dolph- 
Chebyshev array factor as described above with a sin(Q) element pattern, show how mutual 
coupling foils the design of the square element array and increases the back radiation 25 dB 
above that of the fractal element array. 

Figure 3b shows a physical implementation of a tightly packed two-element array, printed on 
Duroid, fed by a microstrip to co-planar strip transition. 

Tighter Array Packing Using Fractal Elements 

Modern wireless devices limit the physical size of arrays, making it desirable to pack as many 
elements as possible into a confined space for broad scan angles without grating lobes. In 
the space of a 0.5A spaced array of five square elements, seven fractal elements spaced 0.35A 
will fit, as seen in Figure 4, while maintaing the gap between the elements to control mutual 
coupling. 

These uniformly excited arrays yield a grating lobe using square elements when scanned to 
150°, but not for the fractal element case, as seen in Figure 5. The normalized patterns are 
compared with an ideal pattern comprised of an array factor of five uniformly excitated 0.5A 
spaced elements and seven 0.35A spaced elements, scanned to 150°, with a sin(O) element 
pattern, showing how mutual coupling affects both arrays in a limited fashion. Nevertheless, 
the back radiation of the fractal element array is 15 dB below that of the square element 
array. 

Conclusion 

By tightly packing arrays and decreasing mutual coupling, phased arrays with enhanced 
performance may be designed for future wireless and radar devices. 
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Figure 1: a) Element patterns for an isolated fractal loop and square loop. The inset figure shows the 
relative sizes for matched fractal and square loops, b) Simulated input match for the two elements 
matched to 50fi. 

gap = 0.13 A, 

a) 

b) 

gap = 0.026 X 

Figure 2: Relative sizes of the two arrays, a) using fractal loop elements, and b) using square loop 
elements. The fractal element is the second iteration of a square Koch loop. 
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5 Element Dolph-Chebyshev Array Scanned to 150° 
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Figure 3: a) Simulated far field pattern for a 5 element, Dolph-Chebyshev, 0.3A spaced linear array 
scanned to 150°. The three plots shown are with fractal elements, square elements, and the ideal 
pattern as expected without mutual coupling, b) Square loop and fractal square loop element arrays 
printed on Duroid and fed with a microstrip to co-planar strip transition, 
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Figure 4: Relative sizes of the two arrays, a) using fractal loop elements, and b) using square loop 
elements. The overall length of the two arrays are the same. 

Uniformly Excited Linear Array Scanned to 150° 

Figure 5: Simulated far field pattern for a 5 square element and a 7 fractal element uniform linear 
array scanned to 150°. Both arrays have identical overall lengths. Also shown are the ideal patterns 
of 5 and 7 element uniform arrays neglecting mutual coupling. 
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ACCELERATED PERIODIC HYBRID FINITE ELEMENT METHOD ANALYSIS 
FOR INTEGRATED ARRAY ELEMENT AND RADOME DESIGN 

Daniel T. McGrath 
Raytheon Electronic Systems, McKinney, TX* 

I. INTRODUCTION 
Earlier, a computational technique known as the periodic hybrid finite element method was 

developed for finding the active reflection coefficient and active element gain of general phased array 
radiators [1]. It uses periodic radiation conditions based on an integral equation, hence it is a hybrid 
of FEM and the periodic moment method (PMM). An extension of the method incorporates the 
effects of homogeneous dielectric cladding layers without including those layers in the FEM mesh. 
The result is an efficient means of modeling structures that include wide angle impedance matching 
sheets and planar radomes. 

H. FORMULATION FOR ARRAY RADIATION 
The generic structure to be modeled is depicted in Fig. 1. The FEM region, Q, is one unit cell 

of a planar structure that is periodic and infinite in both x and y. The unit cell is truncated at two 
planes transverse to z, denoted TA and TB. Any material structure exterior to Q above TB must be a 
homogeneous, isotropic material with constant thickness. The surface I\ is a waveguide aperture 
in a ground plane. 

UNITCELL 
■■*■ 

.m,a,,»»8a  i \". W!. 

WAVEGUIDE FEED GROUND PLANE 

Figure 1. Generic Array Radiating Element with Waveguide Feed 

Within the unit cell, the electric field is expanded in terms of finite elements. On the 
boundaries TA and TB, the radiation condition is enforced using a magnetic field integral equation 
(MbIE), recast as an infinite summation by representing the exterior fields in terms of Floquet modes. 
As detailed in [1], the resulting matrix terms for TB are 

(1) 
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where !jrt is the "vector edge element,"gpm„ is the m,n Floquet mode with p=\ or 2 for TE or TM, 
respectively, and Ypmn is the corresponding modal admittance. Eq. (1) has nonzero terms for each pair 
of edges s,t on TB. The summations over m and n need only be carried out over a relatively small 
number of modes, typically ±5 (121 total). Solution of the system of equations gives the electric field 
along all mesh edges. The reflection and transmission coefficients are found from the field solution 
on TA and TB, respectively. 

The effect of an arbitrary number of homogeneous exterior dielectric layers is accounted for 
by finding effective admittances to be substituted for Ypmn in (1). Its derivation follows the approach 
used by Amitay et. al. [2:219-222] for multimode calculations with waveguide phased arrays. Only 
the end results are given here, since a complete derivation is already available [3]. 

For a single superstate layer of thickness 6 outside TB, the following effective admittance is 
used in place of Ypm„ in (9) for calculating the terms of SB: 

v<i>  _ v(l) 
pmn pmn (2) 

where Ypm}
X) and A^„

(1)
 are the modal admittances and transverse wavenumbers in the dielectric. Ypmn 

is, as usual, the modal admittance in free space. 
If there is a second layer of thickness ö2 inside the first layer, then the effective admittance to 

be used in place of Ypm„ in (9) is 

Y<2> = y(2)      (pr,Pi)+;tan(/cff^) 
pmn pmn 

ivlOC)^^^) (3) 

where Ypmn
m and Km}

2) are the modal admittances and transverse wavenumbers in the inner layer. 
Eqs. (2) and (3) constitute a recursion procedure for multiple layers, by starting at the outermost layer 
and working inwards until reaching TB. 

The transmission coefficient for thep,m,n mode (which may include Bragg lobes for which 
m*0 or n*0) forMexterior layers is 

pmn 

N 
pmn fv(1) v(2) •■■v(M) ) fE'-P   dxdv ypmnypmn        Spmn )  I  ^      &pmnuxuy (4) 

The integral is the excitation coefficient for thep,m,n mode, found from the field solution over TB. 
Ypmn is the free space admittance. Y, is the modal admittance for the incident mode in the feed 
waveguide. The admittance ratio y   ® for the fth layer is 

y 
(0 
pmn 

y</-l> 
r  if)    a \      ■     pmn 

C0S(^mndi)+J—  Sln 

Y 
(*!U) 

pmn 

-1 

(5) 

The (z'-l)'th layer is the next one on the side away from TB. Note that this formula does not involve 
a recursion since ypm„& does not depend on ypiJ'l). The terms Y^ are the effective admittances 
computed from (3). 

HI. VALIDATION 
Consider the circular waveguide phased array shown in Figure 2 [2:299]. The waveguides 
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open into free space through a ground plane, and there may also be a dielectric layer just outside the 
waveguide openings. Figure 2b is a view of the finite element model, which represents a short section 
of a single waveguide just below the ground plane. The boundary I\, the hidden face, is inside the 
waveguide, where circular waveguide mode boundary conditions are imposed to represent an 
arbitrarily-long, match-terminated waveguide as discussed in [1]. The incident field carried by the 
waveguides is in the TEn mode, polarized in the y direction. The boundary TB is the near mesh face, 
which conforms to the waveguide-ground plane junction. 

(a) (b) 

Figure 2. Circular Waveguide Array and 
FEM Representation 

10      15      20      25      30 
E-PLANE SCAN ANGLE (deg.) 

Figure 3. Active Reflection Coefficient 
Calculations by HFEM and Multimode 

Method [2] for Array of Figure 2 

Figure 3 compares HFEM calculations with multimode results from Amitay et. al. [2:299] for 
the active reflection coefficient magnitude for scanning in the E plane (<p = 90°). The three solid 
curves are the multimode results for slab thicknesses of 0,. 1 X, and .5 X. The three sets of discrete 
points are the corresponding HFEM results. The close agreement confirms the validity of the 
effective admittance given by (2), as well as for the modal transmission coefficients from (4) and (5). 

A second case, whose geometry is shown in Fig. 4, is a rectangular waveguide array whose 
waveguides are dielectrically-loaded, with the dielectric protruding a small distance above the ground 
plane [4], [5]. The finite element inhomogeneous dielectric region above the ground plane. 
Calculated results for active element gain are shown in Figure 5, both with and without a cover layer 
of thickness .1 A, and e=2.56 attached to the ends of the protruding dielectric plugs. The results with 
no exterior layer agree with those from Herd and D'Angelo, also obtained with HFEM [4], and with 
those from Lewis et. al. for a parallel-plate waveguide array with the same E plane dimensions. 
Clearly, the addition of the matching layer improves the element gain at all angles and supresses the 
E-plane scan blindness. Both results are discontinuous at 60° scan due to the onset of a grating lobe. 

IV. CONCLUSIONS 
A method for incorporating the effects of exterior stratified dielectric layers in hybrid finite 

element calculations for phased array radiating elements has been developed and demonstrated. This 
extension to the method makes it more efficient for modeling antennas that have wide-angle matching 
layers and/or radomes. It was previously necessary to extend the finite element mesh through all such 
layers, adding to the problem size and execution time. Calculations demonstrated a factor of five 
savings in execution time for an array antenna with a radome. 
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Figure 5. HFEM Calculations for Rectangular Waveguide 
Array Active Element Gain with & without Cover Layer 
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Modeling Phased Array Antennas in Ansoft HFSS 
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A number of algorithms and procedures have been developed for the commercial 3D finite element solver 
Ansoft HFSS, to model antennas. Primary among these is the application of periodic boundary conditions 
and array factors to speed the simulation of phased arrays. Another key component is a new procedure for 
mesh truncation called adaptive PML's that improve upon traditional PML's and eliminate the layers used 
in earlier publications. And still another is the parametrics and optimization module Optimetrics™ by 
which design studies of antenna metrics such as directivity and gain can be efficiently automated. 

Adaptive PML's 

A key development is a new theory for the application of Perfectly Matched Layers (PML's) to absorb 
electromagnetic waves and thus provide an "open" boundary condition for antenna simulation. None of the 
published methods on PML's work well with general-purpose codes such as HFSS that employs an 
unstructured, adaptively-refined mesh. The problem is that the uniform layers in PML's generate a large 
number of elements and thus result in poor efficiency. 

However, the layers are not an essential attribute of PML's; we may show that more efficient absorption is 
in fact obtained by eliminating the conventional layered structure of PML's. First, consider what happens 
when the PML is perfectly layered. In this case, an incoming wave sees a constant change in impedance 
(slight, but nonzero) along several planes at regularly-spaced intervals. As a consequence, reflections are 
reinforced in certain directions. With an irregular mesh, this change in impedance is broken into a random 
pattern unlikely to reinforce reflections. Second, by using Huygen's principle, the error caused by back 
reflections from the PML layer is seen to be proportional to the incident electric and magnetic field. Thus, 
it is important to refine the mesh in locations where the electromagnetic field is dominant, but it is 
unnecessary to refine it in locations of small field where the error caused by the local back reflections is 
negligible. Since a fine mesh is not required on the PML sections where the field is small, great savings in 
solution time are possible by using large elements in these locations. 

Periodic Boundary Conditions and Infinite Arrays 

HFSS employs periodic boundary conditions (PBC's) to simulate phased arrays. In describing array 
simulation using PBC's, it is important to distinguish between the physical array being modeled and the 
idealized structure analyzed by HFSS. It is assumed that the physical array consists of a large, but finite 
number of radiating structures arranged in a regular lattice. The "infinite" array analyzed by HFSS 
approximates this situation with an infinite number of radiators arranged periodically, with lattice geometry 
identical to the physical array case. Due to its strict periodicity, the infinite array analysis reduces to that of 
a finite volume called the unit cell. The unit cell then serves as the problem domain for the finite element 
solution. 

The cross-sectional geometry of the unit cell is determined by the geometry of the infinite array lattice. In 
using HFSS, the opposite pairs of sidewalls of the unit cell are PBC pairs and have the fundamental 
requirement that they be separated by integer multiples of the array lattice unit vectors so that a PBC may 
be applied. For a given array lattice, there are an infinite number of possible unit cells, but generally the 
smallest one is selected, for purposes of solution efficiency. If the array elements are spaced widely apart 
relative to element dimensions, the unit cell cross section may take the form of a parallelogram, with two 
pairs of PBC's.  In the special case of a rectangular array, the parallelogram is a rectangle.  Large array 
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elements and/or more complicated array geometries may require more than two pairs of PBC's; this is 
handled automatically in HFSS. 

Once the cross section of the unit cell has been defined, a "master-slave" (M/S) relationship is defined 
between each of the PBC boundary pairs. This entails enforcing a phase shift between the tangential 
electric fields appropriate to the desired array scan angle. In the discrete world of the HFSS finite element 
solution, the M/S relationship is enforced by constraining the mesh to be identical on opposite wall pairs 
and requiring each edge-based degree of freedom on the slave boundary to be tied to that on the master 
boundary, both in value and orientation. The slave degrees of freedom are then eliminated prior to matrix 
solution. Typically, the unit cell is excited via addition of a port boundary. Finally, the unit cell is truncated 
using the PML boundary to provide a high-accuracy open boundary condition, even for antennas scanned at 
large angles. 

Once the finite element problem is formulated, within the unit cell, an arbitrarily accurate approximation to 
the infinite array fields may be obtained. Additionally, S-parameters are determined at the port boundary 
of the unit cell. These might more properly be called "active" S-parameters, since they represent the 
situation where all elements of the infinite array are simultaneously excited. 

Of particular interest to array designers is "scan blindness". In this case, the fields above the array consist 
primarily of energy propagating along the array face, rather than in the desired direction. This condition 
occurs for certain scan directions and its principal manifestation is a near-unity reflection coefficient at the 
input ports of the elements. Scan blindness is nearly impossible to predict without detailed electromagnetic 
analysis, such as available in HFSS. Since multiple scan angle settings must be computed, Optimetrics, the 
parametrics and optimization module in Ansoft HFSS, is ideally suited for this task. 

Concerning antenna patterns, the first thing to note is that an infinite array radiates one or more plane 
waves that are sometimes referred to as propagating Floquet modes. Using the HFSS postprocessor, the 
portion of the radiating plane waves within the unit cell may be observed by animating a field plot, but a 
traditional polar plot of such a pattern is not meaningful. However, having obtained the unit cell field 
solution, one can compute a radiation pattern for the finite array that neglects edge effects by arraying the 
unit cell pattern. For this purpose, HFSS offers an interactive routine for the definition of array lattice 
geometry. Here the user can define a wide variety of configurations, not just rectangular, and can even 
switch individual elements in the array off and on. 

Figure 1:   (a) The phased-array antenna, (b) The HFSS model of the antenna, consisting of one unit cell. 
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A Rectangular Array 

Consider an array consisting of 0.9" x 0.4" rectangular waveguides in a 1.0" x 0.5" rectangular lattice, as 
shown in Figure 1. In the HFSS simulation, only a unit cell containing one radiating element is modeled, as 
shown on the right. The model consists of a section of 0.9" x 0.4" waveguide, one inch long, and an airbox 
of 1.0" x 0.5" x 1.0". The air is covered by a Perfectly Matched Layer (PML) to absorb radiated fields. The 
periodicity of the phased array is incorporated in the model by two pairs of periodic boundaries on the side 
faces of the air and PML objects. 

Using Optimetrics with the antenna's scan angle as a parameter to be varied, the simulation was performed 
for scan angles in the E plane ranging from 0 degrees to 80 degrees. The electromagnetic field 
corresponding to each row in the table computed by Optimetrics can be displayed as shown in Figure 2, 
with each row containing the solution for one scan angle. Figure 3 compares Ansoft HFSS results and the 
results obtained by using a modal code developed by the Raytheon Systems Company. Note that this 
phased-array antenna is extremely well matched near 42 degrees: its return loss is well below -40 dB. Even 
at very low return loss values, Ansoft HFSS produces accurate results. 

Figure 2: Unit cell electric field magnitude at three different scan angles. 

Modeling complex materials 

A final example illustrates the power of a versatile finite element solver such as HFSS to incorporate a 
variety of material properties and boundary conditions. In array simulation, this allows beam-forming 
network components to be incorporated simultaneously into the field analysis of the radiating element. 
Figure 4 displays a snapshot of the electric field solution for a rectangular array unit cell coupled to its 
exciting port by a ferrite-filled circulator. The exciting and decoupled ports and non-reciprocal action of the 
three-port circulator are clearly evident in the field pattern. 

325 



X X 80 M 50 60 

Thelo (degrees) 
Figure 3: Agreement with modal code of reflection coefficent vs. E-plane scan angle. 

Figure 4:  Field solution for rectangular array unit cell with ferrite circulator 

Conclusion 

Advances in computational techniques such as adaptive PML modeling and new features such as 
optimization have been incorporated into Ansoft HFSS. More traditional capabilities such as radiated field 
computation have been enhanced with array factor and display options. For large, regular arrays, the 
infinite array approximation is fully exploited by the use of periodic boundary conditions. The resulting 
combination of features in HFSS offers designers unprecedented ability to simulate phased array antennas 
and their associated components. 
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Transmit Antenna pattern synthesis for secondary surveillance Radar. 
Yin Liansheng (CIE senior member) 

Nanjing Research Institute of Electronic Technology (210013 Nanjing China) 

Abstract -A new method of transmit pattern synthesis for secondary surveillance radar (SSR) is presented. This method is 
concerned with an active phasedarray antenna .In order to eliminate the interference introduced by the interrogation side lobe 
signal which triggers the transponder mounted on the airplane. A cosine on pedestal excitation for aperture distribution which is 
used to synthesize the desired directional pattern, which is used to transmit the Pi and P3 pulse for interrogation. Using 
stationary phase method, the phase function over aperture on the specified aperture amplitude distribution is obtained and the 
desired pattern to transmit the P2 pulse is synthesized for interrogation side lobe suppression (ISLS).The antenna and relevant 
equipment which transmits only the P2 pulse is saved. 

I. INTRODUCTION 

When the airplane is nearby the SSR, due to SSR's antenna with the high side lobe, as a result, the transponder of airplane 
may be triggered by the transmitting signal from antenna's side lobe. So there are answer signals in all directions of the PPI 
display of the SSR,1" it is called the "ring effect". Due to the "ring effect" it will cause: 

(1) The azimuth accuracy and resolution of the SSR seriously deteriorate, sometime the azimuth recognition of the target 
could be impossible. 

(2) The interference increases, i.e. when the target in the side lobe direction is near by the SSR it may be recognized as the 
target in the main lobe direction. 

To eliminate this phenomenon, the international civil aviation organization (ICAO) recommends and stipulates a "three 
pulse method" as a measure of the interrogation side lobe suppression. The interrogation pulse Pi and P3 are transmitted via the 
directional antenna of the interrogator, and the reference pulse P2 (sometimes it is called the control pulse) is transmitted via the 
omni-antenna, but their power level are equal. In the main lobe direction of the interrogation antenna the Pi and P3 is higher than 
P2, but in the side lobe direction of the interrogation antenna the P2 is higher than Pi and P3. Compare the amplitude of Pi and P3 

with P2 in the transponder, if Pi and P3 is 9dB large than the P2, transponder transmits answer signal, if Pi and P3 is less than or 
equal to P2, the transponder does not transmit any answer signal. Otherwise the transponder will be transmitting answer signal 
or not. So the P2 pulse is called the control pulse. 

In order to obtain the excellent ISLS result, the omni-antenna design must ensure: 
(1) Its azimuth pattern covers the side lobe of the directional antenna. 
(2) Its elevation pattern matches with the elevation pattern of the directional antenna to ensure the action of the ISLS 

system not to suffer from the elevation of the target. 
Although the SSR with some features of the radar and communication can obtain more information, but it is only a desire to 

have a transponder mounted on the target, this limits its useful field. In order to reduce the effect from the disadvantage, in 
general the SSR cooperates with the radar in its operation. For the target mounted on the transponder, the SSR can provide more 
information. The normal target position is determined by the radar. Due to the difference of the system and the function for the 
SSR and radar, the transmission power and antenna gain of the radar is higher than SSR. So the antenna of the SSR is mounted 
on the top of the radafs antenna. It synchronously scans with radar's antenna. When the phasedarray antenna is used for the radar, 
the SSR adapts also the azimuth scanning phasedarray antenna. 

Since the phasedarray antenna is used, the omni-antenna to transmit P2 pulse and the directional interrogation antenna to 
transmit Pi and P3 may be integrated, i.e. the above two functions can be done by an antenna. Hence, not only an antenna, but 
also the relevant equipment of the antenna that transmits the P2 pulse can be omitted, and the complication of the system and the 
production cost reduced. Furthermore, due to phasedarray antenna scans rapidly and quickly, the phasedarray antenna of the 
SSR not only can synchronize scan with the radar antenna in azimuth, but also can be controlled according to different 
requirements. 

II. PATTERN SYNTHESIS OF INTERROGATION ANTENNA 

Due to need of the interrogation antenna for SSR transmitting Pi and P3 pulses with low side lobe level, we use the cosine 
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on pedestal amplitude aperture distribution121. The formula (1) and Fig.l shows the aperture amplitude distribution, 
f(x)=b+(l-b)cos(jtx/2L)2 (1) 

where: x—antenna element's position; 2L—dimension of the antenna aperture of the SSR; b—selected constant for the side 
lobe level. 

Hence, the pattern E(0-9O) of the azimuth scan phasedarray antenna for interrogation antenna is expressed by 

cosl — sinG] N p f -, 
E(e-e«)=^s?ZIF"exp[(f M*»-**.)\ 

where: cos) — sinGJ /cosG —the pattern of element; F„—the normalized current amplitude of the nth element; 

N 

X~Wave length; N—the total number of elements; X„—the position of the nth element; F, = Y Fn. 

(2) 

n=l 

III. PATTERN SYNTHESIS OF ISLS ANTENNA 

Since ISLS antenna and interrogation antenna is the same phasedarray antenna, hence the pattern synthesis of the ISLS 
antenna is based on the determined aperture amplitude distribution. In order to obtain the omni-pattern of the ISLS antenna in 
azimuth +60° range, we use phase weighting method to synthesize its pattern13'. The formula of the pattern is shown by 

cosl—sinG] N r • 
E°(6) =     Ll^ j(^XnsinG + Vn F,cosG 

where: \yn—phase at the nth element. 
When the mainbeam scans to 0O, the pattern is shown by 

(3) 

cosl—sinG] ur, 
Eo(e-9.)=     F^s9    iF-exp (^Xm(«ne-»me0) + V.J 

1 n=I L 
(4) 

On the determined aperture amplitude distribution the stationary phase method141 is used to find the aperture phase 
distribution function. 

From the ISLS antenna pattern synthesis, one- dimensional angular spectrum of plane waves generated by the antenna 
aperture in the azimuth is given by 

, .      /    ( it   \ 

(5) g(u) = Jco^uJ       (-"o ^ u ^ u0) 

its distribution is shown in Fig.2 
where: a—constant selected when the pattern of the ISLS antenna is synthesized. 

According to Parseval's theorem, write down the relation (6),(7) for the energy. 

ijV(u)dU4>)dx 

^g>(u)du = J>(X)dx 

where: £(x)—the antenna aperture amplitude distribution to synthesize the interrogation antenna's pattern(see formula(l)). 
From the formula (6) we obtain 

L    II/H"" 
x" £f(*)dx 

Formula (5) is substituted into the formula (7) and obtain the formula 

(6) 

(7) 

u(x) = —arcsin — — f f2(x)dx - sinl —u01 

(8) 

(9) 

Formula (8) is substituted into the formula (9) and obtain the formula 

328 



u(x) = —arcsin 
v        K 

^f2(x)dXr^x-sinf-u0l (10) 

As a result we can obtain the aperture phase distribution function vj/(x) with the determined aperture amplitude distribution 
function £(x). 

^x) = "f"C.u(x)dx 

Then the phase of the signal fed to each element vj/n can be obtained. 

Va=»|<Xii) 

IV. EXAMPLE OF THE PATTERN SYNTHESIS 

(H) 

(12) 

As an example, assume N=44; b=0.32; a=3, Compute the amplitude and phase of the current signal fed to every element 
(see table. 1) and the antenna pattern in some condition(see Fig.3~Fig.5). The SSR's pattern used to transmit without the error is 
shown in Fig.3. The SSR's pattern used to transmit with error of the amplitude and phase (OA=O>=005) is shown FigAThe 
SSR's pattern used to transmit and scan to +60° in the azimuth is shown Fig.5 and the error of the amplitude and phase 
(CTA

=
O"*=0-05) is considered. 
It is seen in Fig.5 that when the ISLS antenna pattern scans simultaneously with the interrogation antenna pattern to +60° 

in azimuth, in the -30°~0° range exist some pits.This is a disadvantage and useless for interrogation side lobe suppression. So 
that it is decided the ISLS antenna do not scan following after the interrogation antenna (Fig.6) and satisfactory result can be 
obtained. 

V. CONCLUSION 

From the synthesized result given above, we see that the phasedanay antenna is used to the SSR, via controlling the phase 
shifter, not only the function of the directional interrogation antenna and ISLS omni-antenna is realized but also two pattern full 
match in elevation is ensured. The antenna and relevant equipment which transmits specially the P2 pulse is also saved. Due to 
phasedarray antenna scan rapidly and quickly and can be controled simply, especially in the active phasedanay the phase shifter 
is operating on lower power level and it is of great advantage to realize the program. 
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Table. 1 Amplitude and phase of the current signal fed to every element 

n 1 2 3 4 5 6 7 8 9 10 11 

F. 0.321 0.328 0.341 0.362 0.388 0.42 0.456 0.497 0.541 0.588 0.636 

\j/„ (radian) 1.518 4.533 7.515 10.464 13.374 16.24 19.055 21.81 24.492 27.091 29.589 

n 12 13 14 15 16 17 18 19 20 21 22 

Fn 0.684 0.732 0.779 0.823 0.864 0.9 0.932 0.958 0.979 : 0.992 0.999 

\y„ (radian) 31.972 34.222 36.319 38.245 39.981 41.508 42.81 43.871 44.678 45.222 45.496 
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Fig.4   SSR's pattern used to transmit with error of the 
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Fig.5   SSR's pattern used to transmit and scan to +60° in 
the azimuth and considered the error of the amplitude 
and phase (o"A=oy=0.05) 

Fig.6   ISLS antenna do not scan following after 
the interrogation antenna (CTA=O'4.

=
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Phase-only Synthesis of the Shaped Beam Patterns 

for the Satellite Planar Array Antenna 

Shi-Ming LIN,     Ye-QingWANG   and   Pei-Li SHEN 
P.O.Box 645, Northwestern Polytechnical University 

Xian 710072, P.R.China 

1. Introduction 
In this paper, the phase-only synthesis method is proposed to produce the shaped beam 

patterns for the satellite planar array antenna. This method is based on the Fourier analysis 
and iterative method. The simulation results show that the shaped beam patterns can be 
obtained for the earth coverage case and the desired coverage area case,respectively. 

2. Synthesis Method 
The far-field pattern of a planar array can be written in the form 

N-l N-\ 

H«, V) = X Z a- exp{/ (mö)0w + nco0 v)} (1) 
m=0n=0 

where NxN is the total number of the elements, a>0=2d/Ä, d{= dx=dy) is the spacing 

between elements, amn=Imiexp{j$im}, * denotes the conjugation, 1^ and $mare the 

magnitude and phase of the mwth current element, respectively, and 

M = ;rsin#cos^,      v = ;rsin#sin^ (2) 

According to the Fourier analysis, we have 

1     fV2 eh 2 
«_. = 

TtT2 

J '    f '_   F(u,v)exp{-j(ma>0u + na>0v)}dudv (3) 

where 7\ and T2 are the periods of function F(u,v) along the «-and v-axes, respectively, 

Suppose that all lm are given, 1^=1, and the magnitude function of the ideal pattern \E(u, v)| is 

known. Then, we want to find the fitting values of #„, such that the desired pattern can be 

obtained. In fact, the phase ^ can be obtained from the following formulas: 

im 
—J '    J *'   \E(u.y^ex\o{-jp(u,v)}-exp{-j(ma>0u + na>0v}dudv 

TXT7 

(4) 

;    =Iln^=- (5) vmn *       1 
J \    mn 
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if the argument function of E(u,v), q>{u,v), is found. To solve the problem of g>(u,v), an 

iterative method is proposed as follows: 

Let a(2, and fj£ are the complex currents and phases, respectively, in the /th step. Then, 

we suppose that 

nut min — 

where /„ = max}/^} and /min = minj/^}. So, from (1), we have 

(6) 

N-lN-l 

F(/) (u, v) = 2 E (a-)" exp{/(wö)0 w + nco0v)} 
IM=0M=0 

#r )
(M,V) = — In 1 u. ^l°(",v) 

y K>M 

(7) 

(8) 

where a,, are given by (6). Now,  <p(,)(u,v) will be regarded as the argument function in (4). 

So, we have 

fl(W) = 
1   fr, 2 fr2/2 

.-lIi2 
J-r 2 J-r /2l^w'v)|exPf ./W,v)}-exp{- Ama>ou + «ö>0v)t/w<A> 

1 (M) 

a (W) 

(9) 

(10) 

It means that the /+1 step is finished. For the stationany of convergence, the function \E(u, V)| 

in (4) is displaced by 

|£(u,v)|~a(,)|F(/)(w,v)| + y?(/)|£(z/,v)| (11) 

where a(,) + ß0) =1 and aU) =1 if /->«. 

3. Simulation Results 
Suppose that the total number of elements is 19x19, and the spacing between elements 

dis equal to 0.65 X. 
3.1 The earth coverage case 

It is known that the antenna is assumed to yield an 18° earth view. For the earth coverage 
case, an ideally shape beam pattern was introduced in [2]. Now, the mathematical model of 
such beam is proposed as 
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E(u,v) = - 

A/coswr r<rü 

1 r0<r<r, 

Air5 rx<r<r2 

0.075 r>r2 

weher r = V"2+v2, A = 10exp{-B/20}, B = \.5, w = (axccosÄ)/r0, 6>0=1.3, r0 = 

0.1247z7ö>0, r, = O.156;r/<0o and r2 =Q3nla>0. Then, the above synthesis method can be 

used to find the phases of currents ^mn. Note that the total number of the iterative loops is 

2000. The simulation result is shown in Figl. The values of gain are calculated for moving 

the point along the circle r - V"2 + v2 = ^rsin9° = 0.156/r. The niinimum of these values is 

larger than 18. 44dB. 

For designing the antenna, the effect of phase error is considered. Let the phase errors enm 

be independent random variables, they possess the same normal distribution. Assume that 
E{emn} = Q and °"2 =5° (=0.0873). According to the case of #m+emt some resuts are 
shown in Fig.2. It can be seen that the above synthesis method will be effectual for the earth 

coverage case. 

3.2 The desired coverage area case 
The above synthesis method will be effectual for the desired coverage area case. The 

simulation results of two examples are shown in Fig. 3 and Fig.4. The levels of sidelobes are 
smaller than -16dB. It can be shown that the effect of phase eror is small for the examples. 
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Steps Towards Photonic Antennas 

Charles H. Cox, HI 
MIT 

Abstract 

One of the present application areas for RF fiber optic links (as opposed to digital 
links) is the remoting of antennas from the electronics, i.e. the receiver, transmitter, 
controls, user interface, etc. Examples of antenna remoting can currently be found in 
both the commercial and defense markets. RF photonic links are being used to convey 
signals between base stations and cellular antennas as well as between the receiver and 
antennas of advanced radars. 

Important as these initial applications are in establishing the credibility of this 
new technology, they are really just the first step along a path that eventually could lead 
to the evolutionary merging of two fields: photonics and antennas. However in these 
present applications, the photonics are basically replacing conventional components, 
such as the coax that would have interconnected the antenna and electronics. 

In the replacement stage, the design of the electronics is largely, if not completely, 
unaffected by the photonics. Although the RF photonic link provided advantages, such 
as increased immunity to EMI and the ability to increase the distance between the 
antenna and the electronics, the RF photonics did not change the system in the sense that 
no new capabilities were introduced. 

A second step in the evolution, which we are beginning to see signs of already, is 
the integration of photonics with antennas. In this stage the system design treats the 
photonics and electronics as two complementary technologies that can be blended 
together to obtain performance that was not previously possible from either technology 
alone. 

It is important to note that the term "integration" is being used here to refer to 
both physical as well as functional integration of the two technologies. An example of 
physical integration would be designing the filter, LNA and diode laser as one sub- 
assembly and locating them on the same substrate.   An example of functional integration 
would be a frequency conversion photonic link that can replace the first stage of down 
conversion in an RF heterodyne receiver. By conveying a lower frequency IF over the 
photonic link, it is possible to remote 60 GHz antennas over 10's of kilometers of 
distance. A defining feature of this stage is that it introduces new capabilities that were 
not possible in stage one. 

The third step in the evolution is a photonic antenna. In this stage the photonics 
performs the sensing of the electro-magnetic field, thereby replacing conventional 
antennas. One or two examples of antenna designs along this direction have been 
reported at the Photonic Systems for Antenna Applications (PSAA) conference. At this 
stage, entirely new types of antennas would be possible, since photonics would permit 
sensing as well as remoting the RF field without any electrically conductive elements to 
interfere with the antenna pattern. 

This talk will present examples and status of work in each of the three areas 
discussed above. 
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Some Aspects of the Use of Photonics in Large Sensor Manifolds 

R.H. Buckley 
Surveillance and Reconnaissance Systems, Raytheon Electronic Systems 

2000 E. El Segundo Blvd., M/S J132, El Segundo, CA 90245 

The advantages of fiber optic transmission are often stated as cable size and weight, freedom from RFI 
and large instantaneous bandwidth. Although these benefits are intuitively applicable to large sensor 
manifolds they are insufficient by themselves to be conclusive. Further technology developments will be 
required by the evolution of modern manifold design. It is likely that future sensor platform incorporating 
photonics will be large airframe or satellite systems where the above advantages will preclude any other 
medium for transmission of signals between highly distributed sensor arrays. The insertion points for 
photonics will then be identified in that context. These insertion points will be determined by two 
important considerations: 
a) The future sensor suite, will to the greatest extent possible, use broadband or reconfigurable antenna 
arrays; it will utilize a common or shared aperture for transmit and receive; it will allow the formation of 
multiple beams in a wide range of frequency bands for different applications, and it will require that these 
signals be routed and controlled via switches to banks of digital receivers controlled by a common 
processor and resource manager. 
b) The architecture of the future sensor manifold will depend strongly on functionality of the sensor 
suite at the system level and the rate of migration of the ADC towards the antenna element at the 
component level. Conventional wisdom is that an ideal architecture would digitize directly received 
signals at the antenna element and route them using optical fiber to the digital signal processor. This view 
is in line with the rapid growth in the speed and availability of DSP. However ADCs are not yet available 
with sufficient resolution and bandwidth at microwave frequencies to permit direct digitization. 
Constraints of size and power consumption as well as the ongoing need for down-conversion continue to 
dictate that the analog receiver front end is the architecture of choice. 

One area of great importance is the persistently high insertion loss of analog fiber optic links due largely 
to the efficiency penalty of dual electo-optical conversions in the simple link. This ultimately leads to 
degradation of noise figure and dynamic range. One of the primary goals is the development of more 
efficient optical modulation devices. There is also a parallel line of attack which is more focussed on the 
subsystems of the manifold itself. That is to devise methods by which the photonic elements assume a 
greater share of the functionality of the system by performing more sophisticated tasks than that of "a 
copper replacement." The more processes that can be done in the optical domain prior to the initial 
conversion to RF, the less is conversion efficiency an issue. 

The author believes in exploiting both approaches to the problem with the ultimate goal of developing the 
"photonic manifold", a sensor system incorporating radar and other sensor suites in a manner which will 
reduce cost and weight and add the unique bandwidth and agility properties that photonics has to offer. 

Figure 1 shows a schematic of a generalized manifold for a large distributed phased array radar. The 
building blocks highlighted in blue show the areas of the system for which photonic technology is 
sufficiently developed to allow component and sub-system solutions to be proposed or developed (both at 
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Raytheon and within the photonics community at large.) The other shaded areas represent functions 
which are expected to be addressable by components developed under RFLICS and other photonic 
technology programs. The upper half of the figure is the transmit side and the lower half the receive side. 
Most of the functions of the manifold have optical insertion potential, increase Without describing these 
in detail, three particular points can be made. 
a) Optical beamforming using true time delay (particularly suited too widely spread frequency bands 
and large arrays) or other means has been included. 
b) There is extensive use of photonics to generate and distribute waveforms and reference/calibration 
signals. These signal elements are of various kinds, e.g. transmit waveform generators, mixers, local 
oscillators, reference tones, clocks etc. 
c) Various alternative forms of optical preprocessing have been suggested. For example, one can 

imagine a receiver in which signals at the antenna are split into parallel paths. One path would consist 
of a photonic correlation receiver from which a computer would develop cues fed to the second path. 
This path might comprise a wideband delay, optical channelizer and optical block down-converter to 
a common IF and filter prior to A/D conversion. The down-converter is cued from the correlation 
receiver. 

It is important, if not essential, 
that contemplated innovations in 
photonic devices and their 
implementation in analog links be 
designed from the outset with a 
focus that concentrates on the 
nature and demands of real 
military systems applications. 
Particular requirements, such as 
those of cost, availability of prime 
power and physical footprint must 
be taken into account along with 
performance. It is particularly 
helpful when the system integrator 
has extensive experience in the 
development and deployment of 
photonic solutions. 

Figure 1 Conceptual Areas for Photonic Insertion within a Radar Manifold 

The second part of this paper deals in a non tutorial manner with the interpretation of common subsystem 
"black box" parameters as they apply in the presence of photonic elements, and the most important of 
these are noise figure and dynamic range. Analog designers are familiar with the use of these parameters 
to characterize active and passive elements of a RF circuit, and with well known cascade formulas, such 
as that of Friis, to calculate the overall parameters of their subsystem. These kinds of calculations lead to 
the common "power diagram" of Figure 2 which is often used to summarize the result in a convenient 
graphical form. This displays concepts such as intercept point, orders of distortion, and noise floor in a 
way that makes the concept of say, spurious free dynamic range, very clear. Further based on extensive 
experience of different materials used in active devices designers have little difficulty in estimating a 
compression dynamic range from a SFDR. 

The question arises whether the user of photonics can characterize the elements of his optical system in a 
similar fashion, and then similarly cascade them together. The answer is in general yes, but the behavior 
of photonic devices such as lasers and photodetectors is quite unique, requiring an understanding of their 
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operation in detail, and 
the expressions for 
cascading them to the 
subsystem level much 
more arcane than those 
of the electrical 
designer. In particular 
the properties of the 
photonic devices are 
much more dependent 
on operating point than 
are electrical devices, 
due in part to the 
unipolar nature of light 
but also to the basic 

Figure 2 RF power out versus power in showing distortions and noise floor 

physics of the interactions between light and matter on which they depend. With such caveats it is 
possible to hand to the user an optical system with RF inputs and outputs and an equvalent set of useful 
electrical parameters. 
To illustrate the point, we describe in general terms the noise and linearity properties of three typical 
devices found in extrenally and directly modulated point to point analog photonic links, which are the 
basic building block of the photonic manifold. Figure 3 shows a cartoon of a link of each basic kind. The 
external link contains an electro-optic modulator (Mach-Zehnder interferometer shown) which intensity 

modulates an externally supplied CW 
laser beam in response to a received 
signal. The modulator is a voltage to 
optical power converter. The directly 
modulated link contains a laser diode 
which acts as a current to optical power 
converter. In both cases modulated light 
is returned to a photodiode detector at 
the receiver location. The photodiode 
converts the optical power modulation 
to an electrical current. (Additional 
signals, including power may also be 
supplied optically to a distributed sensor 
array.) 
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PHOTO The properties of the modulator are 
DIODE easiest to  discuss.  Because  it  is  a 

passive device it adds no noise to the 
link. Because an analog photonic link 
normally operates at high optical power 
the received noise level is dominated by 

Figure 3 An externally modulated (top) and directly modulated (bottom) antenna remoting link 

that contained in the CW  source laser. The harmonic generation of the modulator is determined by its 
transfer function which is sinusoidal in shape (see Figure 4). Ordinarily the modulator is biased at its half 
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power point where it is most linear. The voltage Vpi required to extinguish transmission is called the 
switching voltage. The static distortions are readily calculated from the transfer curve and depend on the 
modulating voltage and Vpi. A typical modulator with a 4 volt switching voltage from a 50 ohm source 
will have an input IP3 of 21 dBm. The diode laser is a very different matter. It is inherently noisy as a 
result of randomly generated stimulated emission events inside the cavity and dominates the link noise. 
Its noise spectrum is strongly frequency dependent as are its distortions; causes for distortion include 
mode switching, spatial hole burning, threshold clipping and resonance distortion. In addition such a 
device often displays interferometric distortion due to its inherent AM-FM conversion. Because distortion 
and noise are both generated by the laser it may be said to possess a dynamic range of its own. 
Considering only resonance distortion, we have calculated C/IM3 and C/IM5 of a typical laser diode as 
shown in Figure 5. Note the strong frequency dependence and multiple resonances. In either case the 

receiver photodiode contributes distortion to the link. It does so 
in response to space charge saturation caused by the very high 
average received optical power. The onset of saturation is very 
sudden and depends on the design and operating point of the 
device. Because the minimum received noise is the quantum 
limited value of the average power the detector too can be said to 
possess an intrinsic dynamic range. A typical example is plotted 
in Figure 6. Note the rapid degradation with increasing 
photocurrent density. 

Figure 4 Transfer function of the electro-optic modulator 
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Figure 6 : The narrow band dynamic range of the 
SI PiN photodiode with frequency.      a»1 

Figure 5 IM free dynamic range of the laser diode 
In summary we see photonics as a cornerstone of the architecture of future large distributed sensor 
manifolds. The technology continues to improve in key requirements of reliability, cost and performance. 
The examples we have shown , without detailed explanation, of the unique behavior of some of the basic 
components are intended to convey the sense that as sensor systems come to require increased dynamic 
range above 125 dB-Hz V3 , the successful design and implementation of the photonic elements demands 
a profound knowledge of the details of their operation. 
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ABSTRACT 

Microwave photonic link technology suitable for shipboard RF antenna applications is 
presented. High performance narrowband (sub-octave) direct modulation links designed for shipboard 
GPS and UHF communications antenna remoting are described along with a novel broadband (multi- 
octave) photonic link linearization approach. 

SUMMARY 

The U.S. Navy has recently begun deployment of analog fiber optic links for remoting 
shipboard antenna information. Microwave photonic links offer advantages in size, weight, 
bandwidth, EMI immunity, minimum bend radius, and RF loss flatness across frequency and fiber 
length (<1 km), all of which are important issues for Navy surface ships. In spite of these attractive 
features and rapid advance of fiber optic link technology over the past twenty years, the widespread 
deployment into analog-based military communication, radar, and surveillance systems has been slow. 
Reasons for this include the continued high electrical-to-optical (E/O) and optical-to-electrical (O/E) 
conversion losses incurred as well as the environmental stability, ruggedness, and cost of the photonic 
links. In terms of link RF insertion loss, the optical fiber provides an extremely low loss 
transmission media, however there is typically significant loss associated with the E/O and O/E 
conversions. Most limiting is the optical modulation efficiency or E/O conversion loss. 
Consequently, the transmission loss advantage of fiber over copper diminishes for most shipboard 
antenna remoting links (<100 m). Copper transmission loss can be made quite low (e.g. 6.5 dB/100 
m @ 2 GHz with 7/8 inch diameter heliax) if rigid, larger diameter cable can be tolerated resulting in 
stiff competition for fiber in microwave antenna systems aboard Navy surface ships. Topside 
antenna systems that have recently selected single-mode optical fiber as their preferred microwave 
transmission medium include GPS (Global Positioning System) and MERS (Multifunction 
Electromagnetic Radiating System). As microwave photonic links continue to improve and become 
more affordable, more topside antenna systems will opt for optical remoting/distribution/processing 
of RF signals [1,2]. This paper focuses on the high performance fiber optic links developed for the 
shipboard GPS and MERS antennas that require operation up to 2 GHz. 

For microwave systems operating below 3 GHz, direct current modulation of a laser diode 
offers a good solution for remoting shipboard antenna information. A broadband microwave 
photonic link consisting of a high-performance commercially available 1.3 urn DFB strained QW 
laser diode, SMF-28 single-mode fiber (2 km), and a high efficiency (>0.85 A/W) InGaAs p-i-n 
photodiode has been assembled for test and measurement purposes. The frequency response and two- 
tone spurious free dynamic range (SFDR) measurement results for the unmatched (25 Q laser diode 
input impedance and high impedance detector output) laser diode link are shown in Fig. 1 and Fig. 2, 
respectively. The link exhibits an RF loss of <10 dB out to 3 GHz with a value of 8.4 dB at 1.5 GHz, 
close to the 6.5 dB heliax value at 2 GHz cited above. The fiber-coupled modulation slope efficiency 
of the temperature controlled DFB laser is estimated to be near 0.35 W/A, which explains the very 
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low link RF insertion loss. The high-performance link has a noise figure of <30 dB, a >125 dB-Hz2/3 

narrowband (sub-octave) SFDR, and a >100 dB-Hz1/2 broadband (multi-octave) SFDR out to 1 GHz. 
The 1 dB compression point for the link optimized for transmit mode operation is >15 dBm. The 
photonic link exhibits a residual phase noise of <-l 10 dBc/Hz at 1 Hz from a 780 MHz carrier and an 
amplitude stability of better than 1 dB. Using these optoelectronic link modules as building blocks, 
microwave fiber optic links have been constructed specifically to meet shipboard GPS and MERS 
requirements. One fiber optic link has been designed to function in a narrowband receive system, 
another in a broadband receive system, and still another has been designed for a narrowband transmit 
system. For improved VSWR performance (better than 2:1 input and output VSWR), the links are 
broadband matched to 50 Q at the detector output which sacrifices about 6 dB of link gain over the 
unmatched case. 

r-u.« m 
i.a mt 
■■«47» m  

^ !■■ [*■ HUIUIIULIIP 

Fig. 1. Frequency response of the 1.3 urn laser 
diode link. 
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Fig. 2. SFDR measurement of the laser diode 
link. 

The GPS fiber optic antenna links (FOALs) operate near 1.5 GHz and take received satellite 
navigation and timing information at two topside antenna sites and remote this information to below 
deck processing receivers. Employing an LNA in front of the laser diode as well as a post-amplifier 
behind the optical detector, a fully connectorized link noise figure of <3 dB and a 35 dB gain for 
single-mode fiber runs up to 100 m are achieved. The GPS FOAL has a nominal SFDR of 100 dB- 
Hz 3. The FOAL system has been tested from -55°C to +85°C degrees, exceeding the shipboard 
requirement, and over full shipboard shock and vibration levels, over which ranges excellent RF 
performance has been achieved. The links use MIL/AERO qualified single-pin and multi-pin single- 
mode fiber optic connectors. The FOAL system meets all shipboard environmental and GPS receiver 
system requirements and is currently being deployed on Navy surface ships throughout the fleet. As 
receive-mode antenna remoting using photonic links matures and is reduced to practice, microwave 
photonic link antenna remoting of topside radiating systems requiring transmit-mode operation in 
addition to receive-mode operation becomes more the R&D focus. 

Microwave fiber optic links are ideally suited for feeding and distributing RF and LO signals to 
and from broadband multifunction antennas. As a first step in integrating multifunction antennas 
onto surface ships, MERS merges four existing topside systems into a single, mast-mounted radiating 
aperture. The UHF Line Of Site (LOS) Communications, Joint Tactical Information Distribution 
System (JTIDS), Identification Friend or Foe (IFF), and Combat Direction Finding (CDF) antenna 
systems comprise MERS. The broadband direct modulation photonic link has been tested against the 
MERS performance requirements for use in the four antenna systems. Link performance parameters 
including noise figure, SFDR, 1 dB compression point, close-to-carrier phase noise, and amplitude 
stability have been compared against system requirements with favorable narrowband results. Two 
fiber optic links have been packaged for MERS, one for transmit operation and one for receive 
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operation, and inserted into a UHF COM transmitter/receiver testbed which operates from 225 - 400 
MHz. Successful transmission and reception of AM and FM modulated UHF radio signals via these 
photonic links has been demonstrated satisfying all system performance requirements. A final at-sea 
shipboard demonstration of eighteen UHF radios integrated into MERS, including transmit and 
receive fiber optic links, is planned. The MERS direct link RF performance for narrowband signaling 
is excellent out to approximately 2 GHz and can satisfy JTIDS and IFF requirements. For broadband 
(multi-octave) operation such as that required for the CDF antenna, the dynamic range performance 
is limited by second-order intermodulation distortion. To overcome this limitation, a novel push- 
pull fiber optic link providing extremely high dynamic range for multi-octave microwave operation 
has been developed [3]. 

A dual-channel fiber optic link for suppressing second-order intermodulation distortion is 
schematically shown in Fig. 3. The system uses wavelength division multiplexing (WDM) to 
combine and separate complementary RF modulation applied to distinct laser diodes. The parallel 
link configuration consists of a hybrid RF coupler for generating complementary (inverted and non- 
inverted) electrical outputs representative of the modulation signal. Two similar laser diode 
transmitters (LD1 and LD2) operating at X{ and 7^ are connected to the complementary outputs of 
the hybrid coupler. The modulated optical energy is combined in a WDM combiner and transmitted 
through standard single-mode optical fiber. At the receiver end, a WDM splitter is used to separate 
the complementary signals whose outputs are connected to a balanced optical detector pair (PD) and 
electrically combined. The balanced receiver subtracts the complementary signals wherein second- 
order distortion is substantially suppressed provided each wavelength encounters equal transmission 
path lengths. 

DC bias DC bias 

out 

Fig 3. Schematic of a push-pull fiber optic link providing second-order distortion 
suppression. 

To demonstrate this technique, two laser diodes, one emitting at 1309 nm and the second at 
1312 nm, are operated in parallel with a balanced detector combination. A 2 km link has been used 
to simulate a shipboard remoting distance. Fig. 4 is a plot of the second-order and third-order limited 
SFDRs as a function of the two-tone modulation frequency. Third-order limited SFDR is improved 
slightly in comparison to that of the individual links A or B, however the second-order SFDR has 
been improved by >10 dB out to beyond 900 MHz. Using this push-pull fiber optic link for multi- 
octave applications such as the CDF antenna system, a SFDR of >80 dB in a 1 MHz bandwidth is 
achieved. This link linearization approach is useful for many shipboard antenna remoting 
applications where multi-octave RF information must be transmitted. 
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(a) (b) 

Fig. 4. (a) Second-order limited and (b) third-order limited SFDR for individual links A (crosses) and 
B (open squares), and for the combined (filled circles) parallel link. 

In summary, broadband photonic link technology suitable for shipboard RF antenna 
applications has been presented. The performance attained by these broadband analog links makes 
them strong candidates for shipboard transmit/receive antenna remoting, with the GPS and MERS 
antenna systems leading the way. Additionally, a novel high dynamic range fiber optic link suitable 
for multi-octave operation has been demonstrated with >10 dB improvement in second-order limited 
SFDR. This novel push-pull fiber optic link arrangement will allow multi-octave transmission of 
microwave signals with the same fidelity and RF performance as narrowband transmission. This 
innovation should prove important as the Navy moves towards wideband multifunction antenna 
systems. 
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I. INTRODUCTION 

The use of photonics technology in RF and microwave systems offers numerous advantages in many 
applications when compared to traditional microwave implementations and techniques. Photonic techniques 
are capable of providing microwave functionality which is light weight, compact, immune to electro- 
magnetic interference (EMI) and potentially low cost. Additionally, by providing an enormous microwave 
bandwidth (hundreds of GHz) and a large time-bandwidth product, photonics is capable of providing signal 
processing functions that many times are difficult, if not impossible, to achieve through any other means. 

Over the years, phased-array antennas have seen increased acceptance due to their many advantages over 
traditional fixed or mechanically steered antennas such as rapid beamsteering and reliability. However, 
conventional phased-array antennas have many times been hampered by issues of size, weight, cost and 
complexity. Due to these factors and the various potential advantages of photonic techniques, there has been 
an increased effort over the years to implement some of the sub-systems of a phased-array antenna optically. 
Additionally, photonics offers other additional benefits such as a negligible differential loss which allows 
for simple and flexible antenna remoting and the ability to provide wide instantaneous bandwidths through 
true time-delay beamforming. Because of this potential, optical control of array antennas has served as a 
primary motivating factor in the field of microwave photonics. 

The impetus for future array antenna systems has revolved around the demands for increased capabilities 
including larger arrays for higher power and better angular resolution, wide bandwidths, reconfigurability, 
higher operating frequencies and shared apertures. In particular, photonics can serve as an enabling 
technology to provide many of these future capabilities. This paper will survey some of the previous 
photonic techniques for optical control of array antennas, highlight some of the ongoing research, address 
system-level issues for technology insertion and present results indicating the present and future potential of 
photonics for array antennas. 

n. ANTENNA REMOTING AND SIGNAL PROCESSING 

The use of photonics technology is clearly advantageous in the area of signal remoting. This is readily 
evident in the digital domain by noting the pervasiveness of optical fiber in the telecommunications 
industry. Analog signal remoting, especially for antenna applications often requires extreme signal purity 
which is many times difficult to achieve in a fiber-optic link. Some of the general concerns that are normally 
expressed over the insertion of photonic links into antenna systems include a limited compression dynamic 
range (120 to 130 dB/Hz) and spur-free dynamic range (SFDR) (100 to 110 dB/Hz20), high noise figure (30 
to 50 dB) and low output microwave powers (< 10 uW). This has led to much intense effort at improving 
the microwave performance of analog optical links. Recently, we have demonstrated a broadband, 3 GHz 
fiber-optic link which indicates that these concerns may be alleviated. The link demonstrated a + 5 dB 
microwave gain, 16 dB noise figure, 168.4 dB/Hz compression dynamic range, 119.5 dB/Hz20 multi-octave 
SFDR and +10 dBm of output power [1]. 

Fiber-optic remoting links have been demonstrated in some rather stringent antenna systems with 
minimal or no impact on overall system performance. Several efforts have incorporated fiber-optic delay 
lines for calibration of wideband, high resolution radar systems [2,3]. Recently, we tested a remoting link in 
the Navy's high-performance AN/SPQ-9B pulsed-Doppler radar system which has very demanding SNR, 
SFDR and phase noise requirements with no discernable effect [4]. These results and the various techniques 
and demonstrations previously described indicate that there exists a great potential for the transition of 
photonic links into RF and microwave antenna systems. 
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Figure 1. Schematic of a four channel angle-of- 
arrival optical downconverter. 

The issue of antenna remoting is most apparent in 
receive applications which many times require signal 
remoting to significantly distance the unwieldy 
processing electronics from the aperture. In many 
cases, the remoted signal is subsequently down 
converted to an intermediate frequency (IF) before 
being processed. Various studies have shown that 
incorporating the down conversion process in the 
optical domain can be superior in terms of RF 
system parameters to fiber-optic remoting followed 
by microwave down conversion [5]. 

Recently,  a photonic four-channel microwave 
phase detector, shown in Figure 1 was demonstrated 

[6]. The system exhibited RF phase accuracy of better 
than 2 degrees at 18 GHz with -60 dBm of input 
power.  Anechoic  chamber testing  as  a direction 

finding antenna system showed spatial resolution of better than 0.1 degrees at 10 GHz [6]. 
Many receive systems would also be greatly simplified by the availability of a high-speed anaolg-to- 

digital converter (ADC). This would allow the direct digitization of received microwave signals enabling the 
replacement of the multiple downconverting stages in a typical receive chain and making possible the use of 
digital beamforming techniques. There are currently several efforts underway to realize a photonic ADC 
capable of sampling rates on the order of 10 Gsps with 10-bit resolution. An architecture capable of 
achieving this goal has been recently demonstrated [7]. It makes use of the highly parallel signal processing 
capabilities of photonics by employing wavelength division multiplexing (WDM) technology. The 
architecture relies on optical sampling using a highly-stable, pulsed optical source. Traditional electronic 
ADCs are usually limited in speed and resolution by the clock timing jitter. The photonic clock used in this 
technique was measured to have a timing jitter of less than 70 femtoseconds at a 1 GHz clock rate. This 
corresponds to a 1 Gsps ADC with 12-bit resolution. 

HI. PHOTONIC BEAMFORMING 

In general, photonic beamforming implementations may be categorized according to the intended 
instantaneous bandwidth of the application. A large variety of optical methods have been proposed and 
demonstrated for narrowband phase-steering, similar to traditional electronic techniques, as well as for 
wideband time-steering such as that required by many future applications such as imaging radar systems. A 
collection of original papers, reprinted in [8], summarizes the state of the art circa 1996. 

Microwave phase shifters and electronic methods, in their various formats, have proven quite capable of 
generating the proper signals for driving and steering narrowband arrays. Thus, the use of photonic 
beamforming techniques has evolved away from its initial thrust at replacing the function of the microwave 
phase shifter into a search for added functionality. For this reason and because of space constraints, photonic 
phase-steered approaches will not be discussed here. 

For much of this decade, the focus of optically controlled array antennas has centered on the use of 
photonic techniques for wideband true time-delay beamforming (TTD). This is due to the fact that 
historically, most traditional microwave implementations of TTD beamformers have suffered from severe 
drawbacks such as high losses, dispersion over the operating bandwidth and large size and weight. Many 
times these problems have rendered TTD systems impractical. Again, there have been numerous approaches 
to photonic TTD beamforming. These may be grouped into two main categories - switched-path delay lines 
(either free-space or integrated optic) and variable propagation velocity time-delays. 

Switched-path optical delay lines seek to mimic the traditional microwave solution to TTD 
beamforming. Optical binary switched delay lines can be carried out in various fashions. Some of those 
proposed and demonstrated include acousto-optic, free-space, integrated optical [9] and polarization-based 
switching to name a few [8]. One of the most advanced demonstrations of the switched optical delay 
approach utilized switched optical sources and detectors. The beamformer was capable of steering a 96 
element, conformal, L-band array over ±60° with a 50% bandwidth [10]. Another impressive demonstration 
uses wavelength division multiplexing to significantly reduce system complexity in a hybrid 
microwave/photonic approach [11]. 
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Figure 2. Schematic of a one-dimensional dispersive prism transmit 
beamformer. 

While many of the above mentioned 
TTD techniques have achieved 
reasonably successful demonstrations, 
in general they have suffered from some 
notable drawbacks. These include 
system complexity, mechanical and 
environmental stability, the use of non- 
standard, custom components and 
inefficient use of optical power among 
others. These limitations have restricted 
the many of the demonstrations to one- 
dimensional, transmit systems. 

The second category of photonic 
TTD approaches are the variable 
propagation velocity techniques. This 

method is based upon a dispersive fiber delay line proposed in [13] where a highly dispersive optical fiber is 
used in conjunction with a wavelength tunable laser. Changing the optical wavelength then changes the 
delay via the dispersion of the optical carrier signal upon which the microwave signal is modulated. Control 
of an array can be carried out by using a multiple wavelength source and switching in different lengths of 
dispersive fiber [12] or by using a wavelength tunable laser and a single length of dispersive fiber [13]. 

Over the past few years, we have developed a TTD beamforming system based upon dispersive fiber 
delay lines which alleviates many of the problems associated with photonic beamforming techniques [14]. 
This technique, depicted in Figure 2, uses a single tunable laser and a fiber-optic "dispersive prism" 
consisting multiple dispersive delay lines. The optical carrier, modulated by the desired microwave signal, is 
optically split to feed each element (or subarray) of an array. The fiber-optic feeds to each element have an 
amount of total optical dispersion corresponding to the relative position of the element in the array forming 
a dispersive gradient across the array. The dispersion is implemented using highly dispersive optical fiber. 
Upon changing the laser wavelength, the linear dispersion gradient across the array is translated to a time- 
delay gradient. Thus, time-delay steering of an array is carried out simply by tuning the wavelength of a 
single laser. This concept may be extended to two-dimensions by cascading multiple dispersive prisms. 

The dispersive prism approach has been used to demonstrate both transmit and receive operation [14] 
which has shown squint-free, ±60° azimuthal steering over an instantaneous bandwidth of 2 to 18 GHz (see 
Figure 3). Two-dimensional transmit array steering squint-free steering over the full ±45° space was also 
demonstrated over a 6 to 18 GHz instantaneous bandwidth [15]. Multiple, independent, simultaneous beams 
are easily implemented by simply using additional lasers and has been demonstrated in the receive mode 
[16]. Due to the high time-delay resolutions attainable, the beamformer is readily adaptable to any 
frequency range of interest with operation in the mm-wave regime recently demonstrated [17]. Wideband 
nulling is also straightforward to incorporate due to the continuous, analog nature of the time-delay 
generation [18]. The systems have exhibited excellent amplitude and phase tracking characteristics of -0.1 
dB rms and 3.5° rms over a 2 GHz bandwidth. In general, the tracking is normally limited by the associated 

microwave components in the systems due to the 
broadband nature of the photonics. 

The advantages of the dispersive prism 
technique lie in the simplified architecture which is 
optically efficient, mechanically robust, allows for 
easy remoting of the array and is scalable to large 
arrays. Additonally, rapid analog beamsteering is 
enabled with steering speeds on the order of 100 ns 
and subpicosecond time-delay resolution. Most 
importantly, this approach is based upon all 
commercially available, off-the-shelf components 
which have been developed by the 
telecommunications industry. These advantages 
have led to the incorporation of a two-dimensional, 

transmit beamformer based upon this technology 
into a high-level Navy demonstration array [19]. 

-20       0       20 
Azimuth (deg) 

Figure 3. Measured antenna patterns of a 1-D, eight- 
element receive array steered to +60°. 
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The system was extensively field tested at an outdoor antenna range and onboard a ship. 
Recent efforts at improving this beamforming approach further have centered on simplified two- 

dimensional architectures [20]. Research is also underway to replace the high dispersion fiber used in the 
system with chirped fiber Bragg gratings [21]. This leads to a significant (> lOOx) increase in thermal 
stability of the beamformer and a corresponding decrease in the signal latency through the beamformer. An 
efficient receiver was recently demonstrated using this method [22]. 

The future challenges for the continued success of photonics techniques in array beamforming, as for any 
technology, involve cost issues. Practical architectures must rely on low-cost components and methods 
while providing a clear advanatage over competing techniques. Thus, one of the current major issues being 
addressed is the capability of providing a system incorporating the high-performance demonstrated in 
single, fiber-optic antenna remoting links into an affordable, wideband beamforming architecture. 

IV. CONCLUSIONS 

Photonic techniques are capable of providing improved performance and functionality for many array 
antenna applications. Much of this early promise has been realized and demonstrated. There are many 
current systems which can benefit immediately from the use of photonic technology in areas such as antenna 
remoting, signal processing and wideband beamforming. As the technology advances, future systems may 
see an even greater impact. 

ACKNOWLEDGMENTS 

This work was supported by the Office of Naval Research. 

REFERENCES 
[1]. K.J. Williams, L.T. Nichols and R.D. Esman, "Photodetector nonlinearity limitations on a high-dynamic range 3 

GHz fiber optic link," Journ. Lightwave Tech., vol. 16, pp. 192-199,1998. 
[2]. A. Aitken, D. Shepard and D. Hall, "Calibration of wideband radar systems using fibre-optic delay lines,"/E£ 

Colloquium on Microwave Opto-Electronics, London, UK, Jan. 27,1994. 
[3]. I.L. Newberg, CM. Gee, G.D. Thurmond and H.W. Yen, "Long microwave delay fiber-optic link for radar 

testing," IEEE Trans. Microwave Theory and Techn., vol. 38, pp. 664-666,1990. 
[4]. J.E. Roman, et ah, "Photonic remoting of the receiver of an ultra-high dynamic range radar," 1998 IEEE Int. 

Microwave Symp., paper TH3C-4, pp. 1521-1524, June 1998. 
[5]. Lee T. Nichols, Paul D. Biernacki, and Ron D. Esman, "Dynamic range comparison of ultrawide-band photonic 

downconverters," 1999 Optical Fiber Comm. Conf, paper ThW3-l, pp. 338-340, San Diego, CA, Feb. 25,1999. 
[6]. P. D. Biernacki, et al„ "A four channel angle of arrival detector using optical downconversion," submitted to IEEE 

Int. Microwave Symp., June, 1999. 
[7]. T.R. Clark, M. Currie and P.J. Matthews, "Real-Time Photonic Analog-Digital Converter Based on Discrete 

Wavelength-Time Mapping," 1999 Int. Topical Mtg. on Microwave Photonics, paper F-9.4, pp. 231-234, 
Melbourne, Australia, Nov. 17-19,1999. 

[8]. Selected papers on photonic control systems for phased array antenna, N. Riza, Ed., SPIE Milestone Series, vol. 
MS 136, (SPJE Optical Engineering Press, Bellingham, 1997). 

[9].   K. Horikawa, et al., "Silica-based integrated planar lightwave true-time-delay network for microwave antenna 
applications," 1996 Optical Fiber Comm. Conf. (OFC '96), paper WB4, pp.100-101,1996. 

[10]. J.J. Lee, et al, "Photonic wideband array antennas," IEEE Trans. Antennas Prop., vol. 43, pp. 965-982,1995. 
[11]. A. Goutzoulis, et ah, "Development and field demonstration of a hardware-compressive fiber-optic true-time-delay 

steering system for phased-array antennas," Appl. Opt., vol. 33, pp. 8173-8185,1994. 
[12]. D.T.K. Tong and M.C. Wu, "A novel multi-wavelength optically controlled phased array antenna with a 

programmable dispersion matrix," IEEE Photon. Tech. Lett., vol. 8, pp. 812-814, 1996. 
[13]. R. Soref, "Optical dispersion technique for time-delay beam steering," Appl. Opt., vol. 31, pp. 7395-7397,1992. 
[14]. M.Y. Frankel and R.D. Esman, "True time-delay fiber-optic control of an ultrawideband array transmitter/receiver 

with multibeam capability," IEEE Trans. Microwave Theory Techn., vol. 43, no. 9, pp. 2387-2394, Sept. 1995. 
[15].M.Y. Frankel, P.J. Matthews and R.D. Esman, "Two-Dimensional, Fiber-Optic Control of a True Time-Steered 

Array Transmitter," IEEE Trans, on Microwave Theory and Techniques, vol. 44 (12), pp. 2696-2702, Dec. 1996. 
[16]. P.J. Matthews, et al., "A Wideband, Fiber-Optic, True Time-Steered Array Receiver Capable of Multiple, 

Independent, Simultaneous Beams," IEEE Photon. Techn. Lett., vol. 10, no. 5, pp. 722-724, May, 1998. 
[17].DA. Tulchinsky, et al, "Fiber-Optic Control of a Time-Steered Millimeter-Wave Transmit Array," 7999 Int. 

Topical Meeting on Microwave Photonics, paper F-11.3, pp. 279-282, Melbourne, Australia, Nov. 17-19,1999. 
[18].P.J. Matthews, et al, "Demonstration of a wideband, fiber-optic nulling system for array antennas," IEEE Trans. 

on Microwave Theory and Techniques, vol. 47 (7), pp. 1327-1331, July, 1999. 
[19]. J. Lawrence, et al., "Advanced Electronic Countermeasures Transmitter For Ship Defense," 43rd Joint Electronic 

Warfare Conf, Colorado Springs, CO, April 27-30, 1998. 
[20]. M. Y. Frankel and R. D. Esman, "Reconfigurable time-steered array-antenna beam former," Appl. Optics, vol. 36, 

pp. 9261-9268,1997. 
[21].J.E. Roman, M.Y. Frankel, P.J. Matthews and R.D. Esman, "Time-Steered Array With a Chirped Grating 

Beamformer," Electron. Lett., vol. 33 (8), pp. 652-653, April, 1997. 
[22].J.B. Medberry, P.D. Biernacki, and P.J. Matthews, "Range Demonstration of an Ultra-Wideband, Continuous, 

Time Steered Array Using a Fiber-Optic, Cascaded Grating Prism," submitted to 2000 Int. Microwave Symp. 

352 



Serial Feed Optical Approaches To Phased Array Antennas 

H. R. Fetterman 
Department Electrical Engineering, University Of California Los Angeles 

H. Erlig, Y. Chang, and B. Tsap 
Pacific Wave Industries 

T.ItohandY.Qian 
Department Of Electrical Engineering, University Of California Los Angeles 

ABSTRACT 

Photonics has been identified as an advantageous way to generate true time delays and to control phased 
arrays. Due to this impetus several groups have demonstrated phased arrays that were photonically 
controlled. Here we present the serial feed system that we have developed for optically controlling 
phased array antennas [1] and discuss some of the more relevant details of these systems. This serially 
fed architecture offers several advantages over its counterparts such as reduced cost, minimal number of 
photonic components, etc. However, serial systems place great constraint on the performance of the laser. 
This will be discussed below. Finally, an implementation with optical RF Phase Shifters is being studied 
which is particularly simple and versatile and promises to further reduce the complexity of the timing 
units in phased array systems. 

The serially fed phased array was implemented in transmit [1] and receive modes [2] depicted in figures 1 
(a) and (b), respectively. The systems depicted in figures 1 (a) and (b) can be broken down into 2 main 
sub-systems, the timing unit and the distribution unit. In the timing unit, a sequence of optical pulses of 
different wavelengths was generated by a rapidly tunable laser. The optical pulse sequence was reflected 
from a linear array of fiber Bragg gratings (FBGs) which imposed a wavelength selective time delay on 
the optical pulses. In this fashion the true time delays were generated. The sequence of optical pulses 
was subsequently distributed to the radiating elements by the distribution network. This network 
functioned to appropriately align the arrival time of the optical pulses on the photodetecting elements. 
The serial approach offered several advantages over its counterpart, the parallel architecture. As observed 
in figures 1 (a) and (b) this architecture minimized the number of lasers and modulators required in the 
system reducing cost and system complexity while maintaining full functionality. 

As seen in figures 1 (a) and (b) this serial architecture is completely reliant on a rapidly tunable laser. 
During the past year we have examined this problem and have developed a laser system that met the 
requirements of the serial feed architecture. The heart of this laser system was a NEL three section laser 
that exhibited a 7 nm tuning band with 5 ns tuning time. By adjusting the bias currents to the DBR and 
Phase Control sections the laser wavelength was tunable from 1548 to 1555 nm, figure 2 (a). In figure 2 
(a) the laser wavelength is shown as a function of the DBR current. During this measurement the current 
to the Phase Control region varied between 0 and 8 mA. Moreover, rather than using the tapped delay 
line indicated in figures 1 (a) and (b), which have weighted taps, we are also using a "ladder structure" 
shown in figure 2 (b). 
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We have also worked on the basic antenna array and are developing, initially, a 4x4 array using 
broadband quasi-Yagi antennas [3] as array elements. Four of these elements are shown in figure 3. The 
reflecting element in these antennas took the form of a truncated microstrip ground plane, which resulted 
in a compact design compatible with microstrip MMIC circuitry. The compact nature of these radiating 
elements resembled that of resonant antennas whereas the broad bandwidth was characteristic of 
travelling-wave structures. The broadband and compact nature of the quasi-Yagi antenna made it ideal as 
the radiating elements for the true time delay optically controlled phased array. The 4x4 array 
incorporating the elements described thus far is capable of performing 2D scans in addition to beam 
forming and related signal processing. 
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Figure 1. (a) Schematic representation of optically controlled serially fed phased array in transmit mode, 
(b) Schematic representation of optically controlled serially fed phased array in receive mode. 
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Figure 2. (a) Measured laser wavelength as a function of DBR current. During these measurements the 
current to the Phase Control region varied between 0 and 8 mA. (b) Schematic representation of "ladder" 
distribution network. This approach overcomes the difficulty of producing a weighted tapped line. 

Figure 3. Picture showing a 1x4 array of X-band broadband quasi-Yagi antennas. These 1x4 elements 
form the basis for the 4x4 array. 
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Figure 4. Photonic RF Phase Shifter used in conjunction with the serial feed architecture. In this case the 
phase shifter replaces the entire timing unit with the exception of the laser. 
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Finally in a related project we have started exploring the incorporation of photonic RF Phase Shifters with 
the serial feed architecture. This produces a particularly simple phased array radar as shown in figure 4. 
As can be seen from the figure, the entire timing unit, with the exception of the laser, is replaced by the 
photonic RF Phase Shifter. Furthermore, in this approach a tunable laser is not required resulting in a 
simplification of the laser driving circuitry. The photonic RF Phase Shifters in use are shown in figure 5 
(a). A microwave phase shift of 108° at 16 GHz was demonstrated from these devices as shown in figure 
5 (b). In this case the phase shift was nearly linearly dependent on the phase shifter control voltage. The 
108° shift was not the maximum shift obtainable from the device. The combination of phase shifter and 
serial feed yields a system, which is extremely inexpensive and flexible. Actual demonstrations of these 
approaches are now in progress. 

(a) 

Marker 1:41.3; 
Marker 2: -66.8; 

(b) 

Figure 5. (a) Photograph of 4 photonic RF Phase Shifters on a chip. These devices are design from 
polymer modulators as the basic unit, (b) Microwave phase measured by a vector network analyzer at the 
output of the phase shifter. The phase shifter was driven by a 50 Hz triangular wave causing the 
microwave phase to vary accordingly. 
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Abstract 

An historical overview of optical Rotman beamformer technology is presented, beginning with the 
early developments and extending to the present Several practical demonstrations have confirmed their 
utility in selected applications where continuous electronic scanning is not required. Integrated optic 
circuit implementations should permit significant size and weight reductions. 

Introduction 

The design of RF and microwave beamformers and feed networks for phased array antennas has 
been well documented in the literature [1]. Applications of photonic beamformers [2],[3], during the past 
two decades have been critically examined as well. Many of the demonstrated optical implementations, 
however, may prove to be awkward for seamless insertion in practical phased array environments. The 
development of the microwave Rotman lens [4] more than 35 years ago has led subsequently to several 
experiments that have demonstrated the optical equivalent performance of the Rotman lens principle. 
Recent progress in the photonic technology of Rotman beamformers is summarized in this paper. 

Technical Discussion 

The application of fiber optics to matched-delay filters and signal processing was first proposed at 
the San Diego Naval Ocean Systems Center (NOSC) laboratories in 1977, according to Pappert [5]. 
Novel beamforming and angle of arrival demonstrations were initiated in a series of optical experiments 
and theoretical analyses [6] conducted over a period of several years. The use of optical true-time-delays 
for RF direction finding in the 200 -1800 MHz frequency range showed that multiple, simultaneous, and 
frequency independent directional responses could be obtained. Both multimode and singlemode fiber 
optic transmission lines were used, together with multiple GaAIAs laser sources and uniquely coupled 
silicon avalanche photodiodes (APD's) in 'Rotman-like' configurations. Figure 1 is a block diagram of the 
optical bench experimental setup for an eight-laser, multimode fiber, direction finding system constructed 
in the laboratory that was described as an optical two-transversal filter. A similar experiment was carried 
out with singlemode fiber components, and the relative performance results compared. 

It appears that Cardone [7] was the first to have recognized the equivalence of these optical true- 
time-delay implementations and the microwave Rotman lens beamforming network developed earlier at 
the Rome Air Development Center, Hanscom AFB, Massachusetts. In Cardone's experiment, a three- 
beam optical Rotman beamforming network was fabricated in fiber, and partially tested over the 2.0 - 4.0 
GHz frequency range with an eight-element linear array of horn radiators. A photograph of the bench-top 
laboratory experiment in Figure 2 illustrates the interconnection of multimode fiber optic components 
used. Computed throughput loss for the breadboard hardware was within a few dB of measured results. 

Beginning in the early 1980's, interest in light weight beamformers for satellite communications 
motivated Paul et al [8] to investigate photonic techniques at COMSAT Laboratories. A proof-of-concept 
4x4, space-fed true-time-delay optical beamforming network [9] was demonstrated with pointing 
directions of 0°, ±10° and + 15° from the normal to the antenna array. A photograph of the compactly 
constructed hardware is shown in Figure 3, and the measured far field pattern results are illustrated in 
Figure 4. 

*Work sponsored by DARPA under Phase II SBIR Contract No. DAAH01-96-C-R085. 
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An elegant free-space holographic Rotman lens experiment was undertaken by Curtis a few 
years later [10] for ultra-wideband array antenna beamforming applications. Figure 5 illustrates the 
design of the optical circuit. Volume holographic beamsplitters and combiners are arranged on geometric 
arcs corresponding to the modified Rotman lens design equations. In the diagram, the RF modulated 
laser diode source is connected by means of a network of optical fibers and switches to the selected 
beam pointing direction. The diffractive optical elements on the feed contour split the microwave 
modulated optical input signal evenly in power which then radiate across the free-space lens. The output 
ports on the array-side focal contour consist of phase transmission holograms specifically designed for 
this purpose. Each hologram contains eight spatially separated gratings recorded in a common 
holographic substrate, each of which is pigtailed to a photodiode and 10 GHz RF amplifier for coupling to 
the antenna radiators. A more environmentally rugged, integrated optic Rotman lens concept, Figure 6, 
has been proposed for millimeter wave array antennas. A low loss material wave guiding layer such as 
glass replaces the free-space region of the lens with the holograms bonded to the contoured surfaces. 

More recently, Sparks et al [11] carried out a detailed breadboard system demonstration using a 
4-beam fiber optic Rotman lens, Figure 7, and a wideband linear array antenna. Commercially available 
fused biconic couplers and sixteen precise lengths of singlemode fiber were integrated with optical 
detectors and a telecommunications Fabry-Perot laser transmitter. The beamformer and test hardware 
were packaged into the antenna housing, Figure 8, and azimuthal antenna patterns for four adjacent 
columns of uniformly illuminated radiators were recorded on an outdoor far-field test range. Measured 
results when compared with computed patterns were in excellent agreement. 

In the prototype experimental work that followed [12], comprehensive system performance results 
of a prototype fiber optic Rotman lens are described. The beamformer was designed and fabricated 
using silica glass planar waveguide couplers, and precision lengths of single mode optical fiber. Figure 9 
is a photograph of the prototype beamformer hardware with the top covers removed to show the 
mounting provisions for the sixteen 1x8 and eight 1x16 couplers. The form-factored optical Rotman was 
integrated with a sixteen column, wideband linear antenna array to generate eight fixed beams with 
steering angles corresponding to ± 7.5°, ± 22.5°, + 37.5°, and ± 52.5°. Azimuthal patterns of the 
integrated antenna beamformer system mounted on a test pedestal, Figure 10, were recorded for all 
beam pointing directions at frequency increments of 500 MHz over the 2.0 to 4.0 GHz band. The 
measured pattern data were compared again with calculated results giving excellent correlation. 

Conclusions 

Optical Rotman beamformers may be the first photonic implementation to find insertion in actual 
system applications. Integrated optic circuits have been designed [13] that offer practical realizations 
where multiple simultaneous independent beams are required. Continuous scan, optical Rotman 
implementations [14] have been described in the literature, also. For planar array applications slab- 
waveguide photonic beamforming networks have been demonstrated [15]. 
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Figure 9 Prototype 8-Beam Fiber Optic 
Rotman Beamformer [12] 

Figure 10 8-Beam Antenna Beamformer 
Test System [12] 
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In the past few years the application of optoelectronic techniques to microwave signal generation 
has culminated in the development of the Opto-Electronic Oscillator (OEO)[l-4j. This unique 
device utilizes continuous light energy from a laser, in conjunction with an opto-electronic 
feedback loop including a long fiber delay, to produce high spectral purity signals at 10 GHz and 
higher frequency. This performance is useful in a variety of communications and radar 
applications, but is particularly useful in photonic phased arrays. This is because the output of the 
.OEO may be selected to be an electrical reference, or a high frequency reference modulated on an 
optical carrier. The latter configuration can provide for significant efficiency in photonic phased 
arrays, since otherwise a laser transmitter system would be required for the distribution of the 
electric signal. 

We have demonstrated the operation of OEO in several different configurations, previously. This 
includes the operation of a dual loop OEO, a coupled OEO (COEO) [5], and an OEO based on an 
integrated laser/modulator device. In this paper we will report on the demonstration of a compact 
10 GHz OEO and its acceleration sensitivity performance. This latter results are of particular 
interest in application with moving platforms. Finally we will briefly describe our recent work 
towards the realization of an OEO on a chip. 

COMPACT OEO 

The first realization of the Opto-electronic oscillator was based on the use of a solid state (YAG) 
laser, and an external LiNb03 Mach-Zehnder modulator, together with a long fiber optic delay 
loop [1]. While the performance of this oscillator at 10 GHz was superior to all free running 
oscillators at 100 kHz from the carrier, the design was useful only as a laboratory demonstration. 
The use of the YAG laser was necessary due to the high insertion loss of the modulator, and the 
fiber delay loop was on its original spool of about 12 inches in diameter.. One other bulky 
component in the feedback loop of the first OEO was a tuned cavity bandpass filter, required to 
select the operation frequency. To make the OEO useful in practical applications, these three 
components of the oscillator had to be replaced with smaller ones. 

In order to develop the compact OEO, we utilized a module from Nortel consisting of a DFB 
laser, and a semiconductor Mach-Zehnder modulator. Compared to the YAG laser, the realtive 
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intensity (RIN) noise of the laser was relatively large. We measured the RIN at the laser output 
to be -110dBc/Hz at 1 Hz, and -135 dBc/Hz at 10 kHz. At this level, the RIN was the limiting 
factor in the phase noise performance of the OEO. Results of the OEO phase noise are shown in. 
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Figure 1. Noise Performance of the OEO with DFB laser. 

Figure 1. The three curves correspond to optical fiber delay lines of 2,4, and 6 Km, respectively. 
Notice that at about 10 KHz, the noise of all three lengths of delay are about -120 dBc. This is a 
deviation from the expected performance, as previously detailed in our analysis, and in 
experiments. The culprit here is the RTN noise of the laser which sets the floor achievable, 
regardless of the fiber loop length. With the floor set at about -120 dBc/Hz, longer lengths of 
fiber reduce the close to carrier noise more effectively, resulting in varying slopes for the three 
lengths of fiber. Despite this limitation, the phase noise performance of the oscillator, even with 
the short (2 km) length of fiber delay is comparable with some of the highest performance 10 
GHz oscillators. 
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Figure 2. Schematic of the Compact OEO. 

An important element in the packaging of the compact OEO is the fiber spool. It has been 
observed previously that winding fiber on the spool may lead to losses chiefly due to microbends. 
In fact our first attempt to wind the two kilometer length of fiber on a spool with diameter 9 cm 
resulted in a total optical loss of 30 dB. Nevertheless we developed a process for winding the 
fiber which at the end produced no additional loss to the 0.2 dB optical loss in this length of fiber. 

The final element in the redesign of the OEO for a compact package was the 10 GHz bandpass 
filter. Since the OEÖ is essentially a multimode device, with its mode spacing inversely 
proportional to the length of the fiber, long lengths of fiber delay, required for lowest phase noise 
performance, need very high Q filters to select a single mode from all other propagating modes. 
For example, with a 1 km fiber length, the mode spacing is 200 kHz, requiring a filter with 
narrow enough bandwidth to select a mode for operation at a single frequency. Although a multi- 
loop scheme can be used for single mode selection [2], it increases the complexity and size of the 
OEO. For the realization of the compact OEO we used an ultra-narrow-bandwidth filter 
constructed with a dielectric resonator (DR) for single mode selection. 

Dielectric resonator (DR) loaded high-Q narrow-band filters can be designed to occupy a total 
volume corresponding only to about 5 percent of a waveguide filter with an equivalent 
performance. The resonators can have a room temperature Q as high as 104. In addition, the 
temperature coefficient of a DR filter is exceptionally low, about ±lppm/°C at room temperature 

[10]. 

Figure 3. Photograph of the packaged Compact OEO. 
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We designed and fabricated such a filter by placing a 8.7mmX4mm high dielectric constant 
(£r=35) ceramic cylindrical disc at the center of an aluminum cavity with a size three times of the 

DR disc. Using a design tool based on the finite element method, we found that the TE04 mode 
has the frequency of 10GHz, and more than 90% energy can be confined in the disc. To realize 
optimum mode matching, a tiny wire loop probe was used for both mode excitation and coupling. 
By carefully adjusting the wire loop, critical coupling was achieved. At critical coupling, the 
insertion loss was minimized and the external Q of the filter was optimized. Fig.2 shows the filter 
structure, as well as the TE^, mode field distribution in the disc and the cavity. Measured 
bandwidth of this filter is 2MHz at 9.56GHz with 6dB insertion loss, with a Q about 5,000. This 
filter allows us to use up to 6km fiber in the OEO loop for a minimum 50 dB sidemode 
suppression ratio. 

The packaged compact OEO which includes all components, and the fiber coil, is shown in 
Figure 3. 

OEO-ON-CHIP DESIGN 

Despite the superior performance, the size and power of the demonstrated OEO's must be 
reduced even further, beyond the compact OEO, for space and commercial applications.  Our 
objective in the near future is to design and build an integrated OEO on a semiconductor chip that 
includes a semiconductor laser, an electro-absorption modulator, a photodetector, and a 
microsphere cavity. The optical microsphere is used as a high-Q resonator to replace the long 
optical fiber and still achievie low phase noise in a micro size. In addition, we will eliminate the 
power hungry RF amplifier in the opto-electronic feedback loop, by resonate-impedance 
matching between the electro-absorption modulator and the photodetector. The end product will 
be a chip sized mm-wave oscillator with low phase noise and high performance. 

High-Q microspheres [6,7]with whispering-gallery modes are a novel type of solid-state optical 
cavity. The light in these cavities circulates inside the dielectric near the surface, undergoing 
continuous total internal reflection. The losses corresponding to the attenuation of light in fiber- 
grade silica allow for the energy storage time ranging from a few microseconds in the visible 
range, to potentially ~100 microseconds in the fiber-optic communication band at 1.55 micron. 
With the recently developed efficient waveguide coupling elements[8,9], high-Q microspheres 
can effectively replace fiber-optic delays in the OEO with the length up to 25km, achievable with 
a Q factor of 19 million at 30 GHz. 
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Optically Controlled Phased-Array Antenna Using 
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Abstract: A novel all-optical tunable optical delay line device is used as a true-time-delay generator for 
squint-free beam steering in optically-controlled microwave phased-array antennas. The mapping of optical 
wavelength to the microwave beam direction permits a hardware efficient architecture for the optical control 
unit that can easily scale to large aperture antenna arrays. The performance of a complete optically 
controlled phased array antenna system employing such single-chip time-delay devices is reported. Extension 
to two-dimensional antenna arrays with independent control of azimuth and elevation by using mid-stage 
optical wavelength conversion is proposed and demonstrated. An optical true-time-delay steered two-element 
X band antenna was assembled to verify the wide instantaneous bandwidth operation. 

Key Words: Phased array antenna, True time delay, Optically controlled Beam Steering 

Phased-array antenna is an enabling technology in modern radar and cormmmication systems. Phased- 
array antennas offer many advantages including steering without physical movement, increased scan 
flexibility in two dimensions, precise elemental phase and amplitude control to obtain low spatial 
sidelobes, the potential for large peak and average power, and the ability to degrade gracefully due to the 
distributed nature of the array. The use of optical control techniques for phased-array antennas promises 
to alleviate many of the problems associated with traditional electronic steering systems. The unique 
properties of optical fiber that are suitable for this application include the ability to store large bandwidth 
analog signals (10s of GHz) for long times (tens of microseconds), the immunity to EMI and low mass 
and volume which is especially important in airborne applications. In particular, optical techniques are 
able to provide true time-delay beam steering that is essential for squint-free wide instantaneous 
bandwidth operation of high performance radar systems [1][2]. Initial efforts to realize photonic time- 
delay was using space-division switches along with switched laser/photodetector pairs. However, this 
approach suffered from excessive splitting losses and required large component count of lasers and 
photodetectors. In order to reduce the overall system complexity there has been a trend to utilize the 
wavelength domain of the optical carrier [3-5]. The first proposal to utilize the optical wavelength was by 
Richard Soref who suggested using chromatic dispersion in optical fibers for time-delay beam steering. 
Potential disadvantages include the requirements of several kilometers of fiber to realize nanosecond 
delays, and the concomitant bandwidth hmitations of highly dispersive links. Lembo and coworkers at 
TRW proposed another novel approach that made use of the optical wavelength. Bragg gratings written in 
the fiber core were used to reflect light. Tuning the laser to the wavelength corresponding to the 
appropriate grating generates the desired time delay. A circulator extracts the time-delayed reflected 
signal and feeds it to the antenna elements. However, there exists a tradeoff between grating reflectivity 
and grating bandwidth. The reflectivity of a grating is proportional to the grating region length. Thus, a 
large grating length is required to obtain high reflectivity. At the same time, the spectral bandwidth of the 
grating is inversely proportional to the grating length. Thus, a high reflectivity grating has a narrower 
spectral bandwidth. Since the grating should be able to accommodate the RF modulation sidebands within 
the spectral bandwidth, this places restrictions on the maximum possible reflectivity. 
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Figure 1: Experimental setup used for swept frequency measurement of the 
hybrid TTD device. 

We proposed a key technique to enable 
optical control of wide-band arrays, using 
a novel single-chip switch-less photonic 
time-delay device where the microwave 
time-delay is selected by the optical 
wavelength [5]. Since all the optical 
energy is self-routed to the desired time- 
delay, this technique can easily scale to 
large arrays. The device we proposed 
eliminated the requirements for optical 
circulators, fiber gratings or dispersive 
fibers. The device can be fabricated on a 

single substrate using integrated waveguides, and furthermore imposes no direct trade-off between the 
loss and the RF bandwidth. High wavelength resolution and hence large number of delays may be 
realized in a single compact device. Time delays of the order of nanoseconds may be realized with sub- 
picosecond resolution using integrated delay lines on-chip while larger delays may be obtained off-chip. 

Our first experiment to demonstrate the 
wavelength-selective time-delay device 
used an 8 channel waveguide grating with 
a channel spacing of 0.8 nm (100 GHz). 
The input and output to the device were 
coupled to fiber ribbon arrays and 
symmetric input and output fibers were 
connected through the external fiber delay 
lines to realize a hybrid delay device as 
shown in figure 1. The input external 
cavity tunable laser was modulated with 
the RF signal. The output from the device 
was fed to a photodetector and then RF 
phase measurements were performed using 
a network analyzer. The RF phase versus 
frequency is linear over the entire 
measured bandwidth of 12 GHz, 

demonstrating that this is a true-time-delay. The slope of the RF phase versus frequency gives the time 
delay. By tuning the optical signal wavelength the time delay suffered by the RF signal is varied as shown 
in figure 2. The stability of the RPF passband with respect to temperature variations is a critical issue and 
must be evaluated. Temperature induced shift in the passband frequency arises primarily due to the 
temperature dependence of the refractive index. This can be estimated to a reasonable degree of accuracy 
by the linear dependence. The temperature dependence of the passband frequency is then given by 
equation 

df _   c   d"c 

dT~n 2A dT 
c 

For the best silica-based waveguide technologies, the temperature coefficient of refractive index is 1x10" 
5/°C, resulting in a thermal shift of approximately 1.03 GHz/°C. 

We have recently proposed and demonstrated a novel technique to extend this optical wavelength- 
selective time-delay device to two-dimensional arrays while completely eliminating optical-electrical 
conversion losses [6]. This represents a departure from conventional approaches to optically controlled 

Frequency (GHz) 

Figure 2: Swept frequency measurement of hybrid TTD device. Slope 
corresponds to the selected time delay. 
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Figure 3: Optically controlled two-dimensional beam steering system using a 
wavelength converter between azimuth and elevation beam steering units. 

two-dimensional beam-steering where 
the optical signal at the output of the 
azimuth beam steering unit (BSU) is 
converted to an electrical signal in a 
photodetector, followed by an optical 
modulator to transfer this electrical signal 
to the elevation BSU. This introduces 
optical-electrical conversion loss and 
more importantly adds to the system 
complexity. The approach we propose for 
a two-dimensional optically controlled 
beam steering system is shown in figure 

3. A tunable laser is used to select the time-delay through each stage. Each stage consists of a wavelength- 
selective time-delay. Typically one would need a separate photodetector after the first time-delay device, 
followed by an optical modulator, to transfer the analog signal to the second time-delay. 

In our technique however, the broadband analog signal is transferred from one wavelength to the other 
using wavelength conversion This eliminates the optical/electrical/optical conversion loss. The general 
method of applying a wavelength converter to transfer analog signals while remaining in the optical 
domain is the novel part in this work. In our particular experimental demonstration the wavelength 
conversion is achieved by using cross-gain modulation in a semiconductor optical amplifier (SOA) [7]. 
Since the gain of the SO A saturates with an increase in optical intensity, an analog signal at Xi modulates 
the gain of the SOA. A CW beam at X2 will sample this gain modulation, thereby copying the analog 
signal from X\ to X2. The maximum frequency of operation is limited only by the stimulated emission 
lifetime and wavelength conversion at frequencies as high as 40GHz has already been demonstrated. 
Thus, by cascading two individual time-delay devices, each with its own control wavelength, one can set 
the time delay for the azimuth and elevation to achieve independent two-dimensional optically controlled 
beam-steering as shown in figure3. The analog signal is inverted in the wavelength conversion process 
but this is of no consequence in radar applications, 

In the experimental setup, the optical carrier is an external cavity tunable semiconductor laser. The RF 
output is applied to the Mach-Zehnder (MZ) modulator. The amplitude modulated optical signal at X\ is 

fed to a wavelength-selective time-delay 
chip. This true-time-delay generator chip 
consists of an arrayed waveguide grating 
(AWG) with recirculating feedback. Tuning 
the laser wavelength changes the time-delay 
experienced by the microwave signal. The 
optical signal at the output of the first time- 
delay stage serves as the pump for the SOA. 
The second-stage tunable laser at X2 serves 
as the CW probe signal of the SOA. 
Through wavelength conversion, the 
broadband analog signal at Xi is transferred 
to Xz, while the internal gain in the SOA 
ensures loss-less operation. The optical 
signal at X2 is now applied to the second 
stage wavelength-selective time-delay chip. 
Swept frequency measurements of the RF 
phase versus RF frequency confirm the slope 

0.050 

Time (ns) 
Figure 4: Time-domain response using 2ns pulsed 5GHz carrier. The 
response shifts by 70ps when azimuth control wavelength is changed from 
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Figure S: Angular beam pattern measurements for 2-element X-band antenna 
from 8-12 GHz. True time-delay beam steering by tuning optical wavelength 
is shown. 

of each curve corresponding to the selected 
RF time-delay. Azimuth laser (A,i) and 
elevation laser (X2) wavelengths are tuned to 
select individual time-delays. As expected, 
the time-delay is independent of the 
microwave frequency over the measured 
frequency range of 0-6GHz. 

In order to verify the wide instantaneous 
bandwidth of this optical control technique, 
we performed time-domain measurements 
using an electrical pulse of 2ns on a 5GHz 
carrier. The time-domain data in figure 4, 
shows one pulse delayed by 70ps with 
respect to the other, while demonstrating 
wide instantaneous bandwidth. To further 
verify the wide instantaneous bandwidth, we 

performed a transmitter experiment. We assembled a 2-element transmitter antenna array that is driven by 
an optically controlled time-delay device. Angular and radial field patterns are obtained by using a horn 
antenna as a receiver inside a compact test range. The measured beam position is steered by tuning the 
optical wavelength as shown in figure 5. A Ins pulsed 10GHz carrier signal was used. This wideband 
signal had frequency components extending from 8-12GHz. An important issue with this proposal is the 
nonlinearities that may be introduced in the wavelength converter. However, recent results have 
demonstrated low distortion wavelength converters for analog signals using four-wave mixing in SOA. 

In conclusion, we have proposed and demonstrated a new optical technique to achieve low-loss 
independent control of phased-array transmitters while providing a wide instantaneous bandwidth. The 
mapping of optical wavelength to the microwave beam direction permits a hardware compressive 
architecture for the optical control unit that can easily scale to large aperture antenna arrays. 
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Abstract 
RF-photonic approaches have been evalu- 

ated for distributing electrically generated local os- 
cillator (LO) signals as well as for performing fre- 
quency conversion with optically generated LO 
signals. For high-fidelity distribution of electri- 
cally generated signals, a switched RF photonic 
link was measured to have a residual phase noise 
of -145 dBc/Hz at an offset of 10 KHz from the 
X-band carrier. The switch isolation was better 
than 80 dB. For efficient frequency conversion 
with the RF-photonic approach, a relative conver- 
sion loss of 6.2 dB was measured for an LO modu- 
lation index of 0.97. 

Introduction 
A switched photonic network can be used 

to distribute local-Oscillator signals from high-per- 
formance synthesizers to frequency converters in 
remotely located receiver and exciter modules. Al- 
though it would be possible to locate a set of LO 
synthesizers directly at each of the many frequency 
converters, this approach would lead to 
undesireable cost in terms of size, weight and 
power consumption. Use of centralized synthe- 
sizers whose LO signals are remoted to the an- 
tenna apertures by means of microwave cables or 
waveguides is limited by their bulk and disper- 
sion. Photonics offers an attractive alternative 
because optical fiber cables are light weight and 
have minimal RF dispersion, low signal attenua- 
tion and large signal bandwidth. 

Photonic remoting can be combined with 
optically generated LO signals and RF-photonic 
frequency conversion to further enhance the sys- 
tem functionality. Benefits of this RF-photonic 
approach include the large bandwidth, capable of 
millimeter-wave or THz LO frequencies, the ul- 
tra-high isolation between the incoming RF and 
LO signals, and the reduced number of mixer 
stages. In addition, a frequency converting link 

utilizing an optically generated LO is free of LO 
spurs or intermodulation products that would typi- 
cally be observed in alternate approaches, that rely 
on modulating an electrically generated LO onto 
a lightwave carrier. 

Local-Oscillator Distribution 
In an RF-photonic network for distribut- 

ing local-oscillator signals, a set of RF synthesiz- 
ers might generate the LO signals for the various 
sensors. Photonic transmitters modulate the LO 
signals onto lightwaves carried in optical fibers. 
These fibers then distribute the LO signals to the 
destination sensors where they are detected and 
selected by means of optoelectronic switches. The 
photonic architecture has the beneficial character- 
istics of versatile connectivity, supporting both 
broadcast and point-to-point delivery of the LO 
signals. The capability of selecting a given LO 
signal from a set of candidates, which are all de- 
livered to the frequency converter, is especially 
useful for multi-band or multi-function systems. 

A two-channel photonic unit was demon- 
strated for evaluating the performance of a 
switched photonic link in distributing LO sig- 
nals.[l] This unit, illustrated in Figure 1, consists 
of two separate photonic transmitter channels that 
are connected by optical fibers to a single 2-to-l 
optoelectronic switched receiver. The self-con- 
tained, AC powered unit was constructed solely 
from commercially available components, to rep- 
resent the capability of the current state-of-the-art 
in photonics. Each of the external-modulation 
transmitters is comprised of a distributed feedback 
(DFB) laser, an electro-optic modulator and a mi- 
crowave amplifier, which supplies the LO drive 
signal for the modulator. Other components in- 
clude circuits to control the laser current, the modu- 
lator bias voltage and the laser temperature. The 
optoelectronic switch consists of two photodetec- 
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tors whose microwave outputs are combined by 
means of a 2-to-l Wilkinson combiner. The bias 
voltage of each photodetector is switched by 
CMOS circuits to enable the photodetector to out- 
put the LO signal ("on" state) or to suppress that 
signal ("off' state). A low-noise microwave am- 
plifier is placed after the optoelectronic switch. 

[LOouTPUT 

Figure 1. Block diagram of LO-distribution dem- 
onstration unit. 

Each channel of the switched photonic 
link is set to have an overall gain of + 2 dB at 12 
GHz by adjusting the output powers of the lasers 
and the gains of the microwave amplifiers. A link 
consisting of the photonic components alone would 
have a gain, magnitude of S21, of approximately - 
27 dB. Approximately 15 dB of amplification is 
provided by the preamplifiers before the modula- 
tors. The remaining amplification needed to 
achieve the desired link gain is provided by the 
low-noise, post-detector amplifier. The input and 
output ports of the photonic unit are matched quite 
well to a 50Q impedance. The magnitudes of Sn 

and S22, the input and output reflection coefficients, 
are less than -10 dB over the 8-16 GHz frequency 
range. To achieve low phase noise, it is important 
to minimize the reflections that may occur at any 
of the microwave or optical junctions in the unit. 

The isolation of the optoelectronic switch 
has been measured by applying a 12 GHz LO sig- 
nal to one input port of the photonic unit and a 16 
GHz LO signal to the other input port. The output 
of the photonic unit is then observed with a mi- 
crowave spectrum analyzer. The level of the 16 

GHz output is somewhat lower (by 5 dB) than that 
of the 12 GHz output, because of the limited fre- 
quency response of the photodetector that was 
used, although high-power-handling photodetec- 
tors that have a flat response to beyond 20 GHz 
are available. The optoelectronic switch isolation 
was tested by alternately switching off the bias 
voltage to the photodetector of each channel by 
means of a CMOS circuit. When a channel is 
switched off, its associated LO signal is not ob- 
servable above the noise floor of the measurement 
set-up, which is more than 80 dB below the signal 
level (as seen from Figure 2). The measured iso- 
lation of the optoelectronic switch compares well 
with that of aPIN-diode microwave switch, whose 
best performance likewise is approximately 80 dB. 

12 GHz 16 GHz 

16 GHz only 

Figure 2. Measured isolation of optoelectronic 
receiver switch. 

The photonic unit was characterized with 
some custom, low-noise synthesizers built by 
Raytheon. The absolute phase noise was measured 
with a Hewlett-Packard phase-noise test set. The 
resultant phase noise was measured for offsets as 
large as 40 MHz from a 12 or 16 GHz LO signal. 
The phase noise measured for LO signals carried 
through each of the two channels of the photonic 
unit is nearly indistinguishable from the phase 
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noise measured for an LO signal supplied directly 
from the synthesizer. A measurement of the re- 
sidual or relative phase noise also was made, by 
splitting the LO output from a single synthesizer, 
passing one part through the photonic unit and 
using the other part as the reference for a phase- 
noise test set. The residual phase noise measured 
with an initial version of the photonic unit is shown 
in Figure 3. The residual phase noise is -140 dBc/ 
Hz at frequency offsets of 10 KHz and larger from 
a 16 GHz carrier. This result shows that the pho- 
tonic unit can be used to distribute LO signals for 
anticipated high-performance radar systems of the 
future. The residual phase noise is as low as -145 
dBc/Hz at frequency offsets greater than 100 KHz. 
Some of the oscillations in phase noise that are 
observable at the large offsets could be due to the 
measurement set-up, since those oscillations are 
not seen in the prior measurements of the absolute 
phase noise. 

the normal performance variations of amplifiers 
from a single manufacturing lot. 

The demonstrated approach of photonic 
distribution and optoelectronic selection of the LO 
signals can be extended to systems that have many 
different LO frequencies and frequency converter 
destinations. Each additional LO frequency can 
be accomodated simply by adding another photo- 
nic transmitter and adding another switched pho- 
todetector to the optoelectronic switch. Addition 
of more frequency converter destinations requires 
splitting of the LO-modulated lightwave signal 
among more optoelectronic switches. Lasers with 
higher optical output power and electro-optic 
modulators with greater modulation efficiency 
could be used to ensure that the low noise levels 
are maintained. The photonic components are 
wideband. Thus, the LO frequency range covered 
by a photonic distribution network is limited pri- 
marily by that of the microwave amplifiers therein. 

10K 100K IM 10M 
FREQUENCY OFFSET [Hi] 

Figure 4. Compact 9-to-1 Optoelectronic Receiver 
Switch. 

Figure 3. Measured residual phase noise of RF- 
photonic link. 

At small offsets from the carrier, the re- 
sidual phase noise of the photonic unit is due pri- 
marily to 1/f noise in the microwave amplifier that 
follows the optoelectronic switch. When a low- 
noise amplifier is used at that location, the residual 
phase noise measured for the photonic unit is be- 
low - 145 dBc/Hz at an offset of 10 KHz from a 
9.6 GHz carrier. The residual phase noise mea- 
sured for a second low-noise amplifier alone is 
acutally 1-2 dB worse than the noise measured for 
the entire photonic unit. This difference represents 

To investigate the feasibility of extending 
this approach to large numbers of LÖ frequencies, 
a breadboad optoelectronic receiver switch was 
fabricated. This hybrid integrated breadboard, 
shown in Figure 4, combines FET switched opto- 
electronic photodetector chips, MMIC amplifier 
chips and a 9-to-l impedance matched RF com- 
biner. This receiver switch accomodates 9 differ- 
ent LO signals with frequencies between 10.5 and 
16.0 GHz. The impedance-matched combiner was 
used to maximize the signal transfer from a single 
active input line to the output. In contrast, with 
conventional combiners, much of the signal from 
the selected LO input would be diverted into the 
other non-selected LO input ports, and thus lost. 
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The compact 2" x 2" size of this breadboard dem- 
onstrates that optoelectronic receiver switches 
could reside as part of an RF frequency converter 
module located at the antenna aperture. 

Photonic Frequency Conversion With Optically 
Generated Local Oscillator 

The approach for LO distribution de- 
scribed above can be extended to also perform fre- 
quency conversion in the photonic domain. The 
electrically generated LO is already modulated 
onto a lightwave carrier, by the electro-optic modu- 
lator. A second electro-optic modulator, to which 
the RF signal is applied, can be cascaded into the 
link to achieve the frequency conversion. Typi- 
cally, a Mach-Zehnder interferometric modulator 
is used, as illustrated in Figure 5. The raised-co- 
sine transfer function of the modulator effectively 
multiplies the LO and RF components. [2] With 
this approach, the modulation index, M, is gener- 
ally quite small (M«l) and results in inefficient 
frequency conversion. However, the electro-op- 
tic modulator used for impressing the LO onto the 
lightwave carrier can be overdriven to increase the 
effective LO power. In this case, the conversion 
loss can be as low as 3-6 dB.[3] 
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Figure 5. Illustration of photonic frequency con- 
version with an electro-optic modulator. 

An optically generated local-oscillator sig- 
nal can be achieved by heterodyning at a photode- 
tector, which serves as a photonic mixer, two fre- 
quency-locked lasers whose optical wavelengths 
differ by the desired LO frequency. The hetero- 
dyning technique for LO generation enables a 
modulation index (M) of 1 to be achieved when 
the output powers of the two lasers are balanced 
properly. Note that when M=l, the frequency con- 
version loss is as low as 6 dB for a photonic link 

with a net link gain of 0 dB. This RF insertion 
loss would be comparable to that obtained pres- 
ently with electronic PIN-diode mixers. As shown 
in Figure 6, we have verified this result by hetero- 
dyning with two diode-pumped solid-state lasers, 
which have narrow emission linewidths. Useful 
frequency conversion, however, also requires LO 
signals of low phase noise. Such low-noise LO 
signals can be achieved by optical injection lock- 
ing the two lasers to different spectral lines of a 
third, mode-locked laser. [4] Since the phase fluc- 
tuations of the individual lines of the mode-locked 
laser are highly correlated, the phase noise of the 
heterodyne LO signal is minimized. 
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Figure 6. Measurement of photonic frequency con- 
version efficiency with optically generated local 
oscillator signals. 

Conclusions 
RF-photonic links for remoting, LO dis- 

tribution, frequency conversion and LO genera- 
tion can achieve the low phase noise, high switch 
isolation and high conversion efficiency needed 
for phase-array systems. 
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Abstract 
This paper describes an RF high-performance wide-bandwidth fiber optic link that achieves significant - compared 
to current commercial-off-the-shelf links - improvements in key RF link parameters of bandwidth, gain, signal-to- 
noise ratio, noise figure, spur-free dynamic range, and noise. 

Introduction 
A significant breakthrough has been achieved: a wide-bandwidth RF fiber optic link without RF amplifiers that 
provides RF performance capability without compromising the amplifier performance when cascading the link with 
typical commercial off-the-shelf (COTS) RF amplifiers. This has been accomplished using several newly developed 
laboratory optical components and techniques to achieve a lossless wide-bandwidth, low noise and high dynamic 
range RF fiber optic link. The application of these links to RF signal transmission and reception, antenna remoting, 
multibeam/ frequency active phased-array radars, low-noise RF oscillators, RF test targets, and areas of analog signal 
processing can give the RF system engineer/designer a new capability for use in many RF systems. RF fiber optics 
have the important advantages of very wide RF bandwidths (up to 100 GHz), low susceptibility to electromagnetic 
interference and crosstalk, and low loss in the optical fiber (less than 0.8 dB/km). 

Link Description1 

A fiber optic link consists of a laser light source transmitter that can be RF amplitude-modulated, an optical fiber 
transmission medium, and a photodiode detector receiver that converts the light intensity to electrical current. The 
link can be treated and analyzed as an RF subsystem with the same key parameters or figures of merit used to 
describe an RF amplifier: bandwidth (BW), gain (G), signal-to-noise ratio (SNR), noise figure (NF), spur-free 
dynamic range (SFDR), and noise (N). The RF analog photonic link can be implemented by using either direct or 
external modulation. In the directly modulated link, the RF signal input directly amplitude-modulates an optical 
source (typically a diode laser transmitter). In the externally modulated link shown in Figure 1, the taser source is 
operated in a CW mode and the RF input amplitude-modulates die optical earner input to the external modulator (the 
cascaded laser and external modulator are the transmitter). After transmission, the RF signal is recovered 
(demodulated, detected) via a photodiode detector (receiver) located at the link output port. While a directly 
modulated link is simpler to implement, the external modulation link offers more potential for achieving improved 
RF performance over wide bandwidths, especially for frequencies that are beyond about 5 GHz. 

1 dc Bias 

O 

§ 

3 

Laser External 
Modulator 

Photodiode 
Detector —K)R§but  ^ 

Pi Fiber 

|RFSi 
I Input 

gnal 

Figure 1. Generic RF analog externally modulated fiber optic link 
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Since only the parameters that are intrinsic to the photonic link are relevant to the link performance, the microwave 
amplifiers are not included in Figure 1. In practice, low-noise pre-amplifiers and post-amplifiers are typically 
employed before the modulator input and after the photodetector output, respectively, and those are used to establish 
the overall RF system parameters. The RF performance of a photonic link cascaded with microwave amplifiers can 
be calculated by treating the intrinsic photonic link as an RF subsystem/component with its associated RF 
parameters. 

The laser in the externally modulated link shown in Figure 1 has an output optical power denoted by PL. The laser 
can be a distributed feedback (DFB) semiconductor diode laser (operating at optical wavelenths X, of X. = 1.3 urn, 
micrometers, or 1.55 um) with a fiber-coupled PL in excess of 50 mW that can be integrated with a Mach-Zehnder 
(MZ) optical external modulator into a single transmitter subsystem. Using a DFB laser at A. = 1.55 urn, the optical 
transmitter can be put in a small package and made reliable and able to work in relatively rugged environments. In 
the link, an electro-optic modulator made from lithium niobate (LiNb03) is used to impress the RF signal onto the 
optical carrier. Although an assortment of linearized LiNb03 modulators have been reported in the literature and 
demonstrated, the basic MZ configuration remains the most popular design2. At present, MZ modulators with 
bandwidths in excess of 20 GHz are available as COTS items. Their optical damage threshold (at X = 1.3 um or 
1.55 urn) is in excess of 250 mW. Other modulators (such as MZ semiconductor, MZ polymer, and electroabsortion) 
have not been developed and used as yet to the same extent as those using LiNb03. 

Improvements in Link Parameter' 
The external modulated link will benefit most from improved components. The link RF parameters of insertion gain, 
SNR, NF, and SFDR all improve with increased optical power incident on the photodetector. 

With the availability of higher-power semiconductor diode lasers at optical wavelengths (X) of X.=1.3 pm and 
X,=1.55 um for use in externally modulated fiber optic links, the improvements in the link parameters are limited by 
the photodetector when it is excited by high amounts of incident optical power and by the increased laser relative 
intensity noise (RIN). With the current developments in photodetectors that can maintain a high responsiveness with 
low intermodulation distortion at high incident optical power levels, higher power lasers, and more efficient external 
modulators, large improvements in the key link parameters are possible, provided laser RIN effects can be mitigated. 

Beside the four link RF figures of merit (G, SNR, NF, and SFDR), N is also key to improved link RF performance. 
Two types of optical noise can affect link parameters: laser RIN and detector shot noise. This N parameter affects all 
but the gain parameter and its effect increases with higher link optical power and the associated increased optical 
power on the link photodiode detector. Increased photodetector current achieves increased signal (S) and also 
produces increased noise. 

Five techniques improve the five key link RF parameters by increasing the S and reducing the N: 

• Use high levels of optical power with photodetectors that can effectively use these high optical power levels. 

• Cancel laser RIN using a dual balanced photodetector receiver so the link is not RIN-limited and can thus use 
higher optical power levels to achieve improved link parameters. 

• Reduce close-in laser noise via a feedback loop around the laser. The RIN noise from lasers decreases rapidly 
for frequencies greater than about a 1 MHz; thus, it is the close-in noise that needs to be significantly reduced. 

• Use a photodetector without the usual 50 £2 load resistor on the output. The RF output of the link is coupled 
directly to an RF component that provides the link load resistance. 

• Use an efficient external modulator with dual optical outputs to make available the light that is normally lost in a 
single output modulator. 

All of these techniques have been described in the literature in general and for the link in this paper they are pro- 
posed to be used in combination in an externally modulated link that could have low, or even a small positive, RF 
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gain, with large improvements in the other link parameters. Improvements also could be achieved in directly 
modulated links using techniques 1,3, and 4. 

Typical commercial-off-the-shelf (COTS) components used in external modulator links have parameter ranges of 
BW = 18 GHz, G = -30 to -60 dB, SNR = 140 to 150 dBc, NF = 40 to 60 dB, and SFDR = 100 to 110 dB. Using the 
combined listed techniques to improve link performance, externally modulated links (without RF amplifiers) could 
achieve RF performance of BW = 2 to 18 GHz, G = 0 dB, SNR = 168 dB/Hz, NF =19 dB and SFDR = 
119 dB/Hz2/3. These RF parameter values are calculated and based on the optical parameters of currently developed 
and available laboratory prototype components. 

Description of Link Parameter Improvement Techniques! 
When the RIN noise of the link establishes the noise floor, the link is said to be "RIN-limited." As long as the link is 
RIN limited, increasing the optical power will not improve link parameters (except gain) because both signal and 
RIN increase by the same amount since they are both functions of the square of the optical power and associated 
detector current. It is desirable for the link to be detector-shot-noise-limited because shot noise increases as a linear 
function of the detector current, not the square of the current like RIN noise. Thus, for a shot-noise-limited link, an 
increase in optical power will improve link parameters since the signal is increased by the optical power squared and 
the noise goes up only linearly. The use of a balanced detector to cancel RIN noise can allow the link to be shot- 
noise-limited. This increased link performance is then limited by the amount of RIN cancellation, optical power 
available, optical power levels that can damage the modulator, and photodetector power handling capability and 
associated linearity. 

A noise-cancellation scheme that uses dual balanced detectors with a dual output external modulator minimizes RIN 
with increased optical power. This type of arrangement was used to demonstrate appreciable RIN suppression for a 
2-18 GHz link driven by a laser diode.3 In a balanced MZ or directional coupler modulator, two complementary 
output ports each have the RF modulation on the light output. These two modulator outputs allow the capturing of all 
the optical power from a MZ-type modulator. In an MZ single output port modulator, half the optical power is lost in 
the modulator substrate because the light is coherently added at the output end of the MZ modulator optical 
waveguide structure. This adding of the light produces the desired RF signal input AM modulation on the light 
carrier. Because optical power is conserved, the intensity at one output port of the dual output port modulator 
increases when the intensity at the other decreases, so that the RF modulated signals at each detector are 180° out of 
phase. The photodetectors are connected so that common-mode signals will not be passed to the amplifier, but 
differential signals will. The feedthrough RIN of the laser, which is in-phase at each of the output ports, will thus be 
rejected by mis scheme and the RF signal modulation power, which is out of phase, will be added. This approach is 
similar to that used to cancel local oscillator noise in an RF balanced mixer.* The use of the dual detector will cancel 
the RIN that feeds through for both close-in and far-out frequencies. The RIN will be cancelled depending on how 
well the line lengths from the dual output modulator are matched (made equal) in length from the modulator output 
to where the dual detector outputs are joined. Any path length difference will decrease the RF signal-to-noise output 
because of the RF phase shift introduced. 

The feedthrough RIN is the laser noise that is not modulated on the link RF signal inputs. Because of the noise 
frequency response, the close-in noise and the far-out noise need to be considered separately. The close-in noise from 
a laser that is modulated onto the RF signal can be significant and can be cancelled using a low-frequency (<1 MHz) 
feedback technique, similar to that used in diode-pumped solid state lasers.5 This technique for laser RIN close to the 
carrier (<1 MHz) uses a low frequency detector to sample the laser optical signal output and feeds the detected signal 
back 180° out of phase to cancel (reduce) noise. This is performed on the optical output of the laser before the output 
goes to external modulator; thus, the low-frequency RIN is not modulated on the link input RF signal, and noise 
better than -135 dBc/Hz at frequencies below about 1 MHz can be obtained. The higher-frequency far-out noise is 
much lower than the close-in noise and will, for good DFB lasers, generally not be a problem. For a well-isolated 
DFB diode laser, the RIN is approximately -165 dB/Hz for frequencies above 1 MHz. At frequencies around the 
laser resonant frequency, the RIN is about -150 dB/Hz. This laser noise that is modulated on the RF signal input is 
not cancelled and is not generally considered in the description of dual balanced detector RIN reduction in the 
literature. Thus, using the dual detector alone without reducing low- and high-frequency noise will not produce a 
low-noise link. Thus the use of lasers with low far-out RIN and laser close-in RIN feedback cancellation are needed 
for a low-noise link. 
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Link SNR is improved if, instead of using a 50 A resistive load on the detector, the RF output of the detector is 
connected directly to a low-noise post amplifier located very close to the detector so the input impedance of the post 
amplifier becomes the load for the detector(s). The closer this RF amplifier is placed to the photodiode detectors, the 
farther the amplitude ripple caused by any mismatch will be moved out of the RF frequencies of interest. The ampli- 
fier output impedance can still be 50 fl, which is needed to match RF components that follow the link. Removing the 
50 a detector resistor increases the link output signal by 6 dB and shot noise by 3 dB, for a net signal-to-noise 
increase of 3 dB. 

Conclusions 
This paper has described a fiber optic link that can meet the demanding parameters of the latest state-of-the-art RF 
systems and also bring with it all the many advantages of wide bandwidth, low loss in fiber, light weight, small size, 
no electromagnetic interference (EMI), remoting capability, and monolithic integration using fiber optics. 
Previously, the link parameters restricted the use of RF fiber optic links to limited applications in RF systems. When 
developed, the link described herein will open the way for the use of RF fiber optic links in many RF system 
applications, and could provide for significant link cost reductions obtained by large-scale usage. 

To quantify the link described in this paper, take a typical RF wide-bandwidth amplifier with a gain of 25 dB and 
measure its performance parameters of wide bandwidth, gain, signal-to-noise ratio, noise figure, spur-free dynamic 
range, and relative close-in and far-out noise. Now place the RF amplifier at the input to the fiber optic link 
described herein and measure the same parameters for the cascaded combination of amplifier and link. When the 
combination has substantially the same performance parameters as the amplifier measured alone, that link will have 
met the needed RF performance. 

The challenge now is to develop this fiber optic link, which could be used in current and future radar, electronic 
warfare, and communications RF systems for both military and commercial use in ground, air, sea, and space 
applications. 
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1     Introduction 

Li future generation phased array radars, signal distributions will have to fulfill strict performance crite- 
ria. These include high isolation from both electromagnetic interference and crosstalk between module 
or subarray feeds with increased instantaneous bandwidths; dramatic reduction in size and weight re- 
garding present fielded radars; and performance compatible with growing requirements such as low 
phase noise and high dynamic range. 
Photonics and microwave technologies offers new opportunities for controlling many thousand array 
elements together with handling the wide bandwidth of shared aperture antennas. Photonics technolo- 
gies will provide an interconnect solution for future airborne phased array radar antennas, which have 
conformality, bandwidth, EMI immunity, size,and weight requirements increasingly difficult, if not 
impossible, to meet using conventionnal electrical interconnect methods. 
Future system requirements are reported together with results of newly developed high performance 
wideband analog microwave links and of demonstrated approaches for True Time Delay architectures. 

2     Airborne phased array radar requirements 

Airborne radars for fighter aircrafts are equipped with active arrays implemented, in the future, con- 
formally to the aircraft structure. 
Three main applications have been identified for conformal arrays in aircraft radars : 
• Side-looking arrays 
These arrays are disposed on the aircraft body can be desirable for backwards and / or up-downwards 
visibility. It appears that the curvature radiuses at these points of the body are around half a meter in the 
body section and can be assimilated to straight lines along the aircraft axis. Then degenerated conformal 
arrays are to be implemented, which can be made by stacking linear rows of T/R Modules. 
• Wing-edge arrays 
These arrays are disposed onto the leading edge of the aircraft wings or vertical fin can be desirable to 
increase the transverse or vertical dimension of the front array, giving access to higher separation capa- 
bility between targets. 
• Nose-cone arrays 
This concept is more advanced than the previous one, it requires a 3D active array with full polarisation 
control on transmit/receive modes (except in circular polarisation). 

Main requirements for next generation airborne radars include low phase noise (< 135 dBc/Hz) and 
high linearity (> 100 dBc). 
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Benefits and drawback associated with optical RF distributions 

In this context, the main benefits of optical distributions are : 
> a high layout flexibility, with easy 3-D, little interference with mechanical structure, 
> high performance, independent from mechanical shape complexity, with losses only at interfaces 

and EMC / EMS immunity possibility to easily mix microwave and digital signals on the same fi- 
bers and compatibility with true time delays, i.e. very wide bandwidths. 

Constraints on / from Optical Distributions for conformal arrays and possible drawbacks are compared 
with corporate RF feeds for planar arrays as a reference. 

> very low power levels are available at interfaces, requiring distributed gains. 
> components require at both ends of the optical link additional power consumption / dissipation 

Consequently, flexible and low cost optical interfaces for several hundreds of T/R modules must be 
developed according to antenna layout and constraints : environment, reliability, loss dispersion control 
including optical fiber connectors. 
Instantaneous frequency bandwidth (up to 30 %) of future multifunction systems will require the im- 
plementation of Time Delay BeamForming Networks (TDBFN). These TDBFN require an analog opti- 
cal processing of microwave signals. For a radar detection in the same direction as for emission, the 
optically carried transmitted and received signals, must travel through the same optical architecture in 
order to permit in-phase addition, over a large frequency. In this case, since these signals are spread 
over a dynamic range as large as 120 dB, the implementation of highly linear optoelectronic links is 
necessary. 

3     Impedance matched microwave optical links 

In order to overcome some drawbacks described above, an impedance matched complete wideband link 
has been built for measurements1. In order to improve gain and noise figure, one additional hybrid LNA 
stage has been designed and integrated by Miteq. Optical components from Thomson-CSF LCR are 
closely connected to MMICs in order to reduce parasitic bonding effects. Second generation will in- 
clude Peltier cooler into transmitter housing and soon further multichip controller will be dedicated to 
thermal, optical power and bias control. 
Active Impedance matching principle brings 15 to 20 dB inherent improvement compared to conven- 
tional technique. Additional amplification provided by Miteq LNA and intrinsic MMIC gain pushes the 
overall improvement up to 35 to 40 dB with respect to existing commercially available links. 

Results obtained for S21 overall link using the second generation of MMICs show: 
> A gain of 10 dB and a in the 200 MHz-12 GHz bandwidth limited today by the aviability of DFB 

laser. 
> A noise figure below 20 dB in the same bandwidth and a SFDR of 70 dB measured in a 1 MHz 

bandwidth 

A second objective for the optical links is to fabricate small size modules integrating all the requested 
functions like voltage and current control or thermal regulation (only for laser). To integrate, a specific 
housing design has been carried out with special features to integrate chip controllers, Peltier cooler, 
microwave and optical connectors. Different kinds of housing are in progress for assessing the compo- 
nent installment. 
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4     Optically controlled phased array antennas: Thomson-CSF approaches 

4.1.1 Switched delay lines based TTD architectures 

Switched architectures are obtained by combining the use of wavelength mutliplexing and fiber 
length switching2. Emerging optical switching matrix structures allow architectures to be im- 
plemented, not on base 2 but on base 4. 

Expected advances with these types of components are an enhancement of losses through the use of 
solid-state optical amplifiers and the optimisation of the fibre/substrate interfaces. The wavelength di- 
mension offered by optics, significantly reduces the number of switching components, taking advantage 
of the matrix dimensions and a proportional number of optical wavelengths. 

InP based 4*4 matrices have been developped providing low power consumption, high switching speed 
and low insertion loss. 

4.1.2 2D Optical True time optical delay architectures 

The operating principle of our 2D optical architecture is detailed in ref 3 
In this approach the time delays are based on polarization switched free space delay lines using 2D spa- 
tial light modulators (SLM). Experimental demonstration of an optically controlled phased array an- 
tenna, operating between 2.5 and 3.5 GHz. The 2D architecture is implemented with 6 SLMs of 4 x 4 
pixels. It provides 32 delay values (5 bits), an analog control of the phase [0,2p] and permits the control 
of a 16 element phased array antenna. Far field patterns at different frequencies have been superposed 
for a given scan direction, showing no beam squint. 

4.1.3 Receive mode approach 

In order to overcome the limitation of linearity of commercialy available optical links, we proposed an 
original architecture in which a channelized microwave local oscillator (LO), optically carried, is used 
for mixing with the received microwave signals4. 
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In the above figure, two cross-polarized optical beams are modulated by microwave signals at frequen- 
cies fa- (signal to be transmitted) and fto (local oscillator). They travel through a 2D switching network 
similar to the transmit mode one. When two cross-polarized beams travel along the same channel, their 
polarizations remain orthogonal and they experience complementary paths. In this case, when the car- 
rier of the frequency f,, is delayed by Tk along channel k, the cross-polarized carrier of frequency f,0 is 
delayed by "W-T*, where t™* is the maximum available time-delay. On each channel, a dichroic mirror 
switches the carriers on two different photodiodes which provides the signal to be emitted and a per- 
fectly matched microwave LO, respectively. Because of jamming, frequency fIo must stand out of the 
radar bandwidth Af. The ideal homodyne processing must be replaced by an heterodyne detection, 
where fi0*fr (fr is the frequency of the received signals). 

A proof of concept was recently completed, which consists of two transmit/receive modules and two 
delay blocks. On each channel, a laser beam is modulated at frequency fr or fl0. Phase differences 
equivalent to 10 ps delays at fj = 700 MHz were measured that permits in-phase addition of the received 
signals (received signals were generated using time delays that simulate reflection from the target). 

5     Conclusion 

The development of the optolectronic technology offers new opportunities for introducing optical RF 
distribution in airborne phased array radars. It has been shown a large considerable interest for such 
technologies as soon as complex architectures are considered. In these cases, more technology advances 
are needed to give all flexibility to the system, with the help of digital beamforming. On more simple 
implementations, an analysis must be done in each case to balance this technology with more classic 
ones. In addition, one can notice that 2D optical TDBFN approaches could greatly benefit from a holo- 
graphic backplane scheme, in order to solve the problems of compactness, reliability and scaling up to 
103 transmit/receive modules. 
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Some Experiences from FDTD Analysis of Broadband Phased Arrays 

Henrik Hotter, Hans Steyskal 
Dept of Electromagnetic Theory, Royal Institute of Technology 

SE-100 44 Stockholm, Sweden 

Abstract 
Some experiences regarding FDTD analysis of broadband phased arrays are presented. First, a 
recently developed FDTD technique for unit cell analysis of periodic infinite phased arrays is 
recapitulated. The new technique applies to pulse excitation in oblique directions. Second, 
simple methods to save computer memory using a local FDTD grid in an otherwise coarse 
FDTD grid to model elements in finite phased arrays are examined. It is found that the local grid 
methods suffer from numerical instabilities. Third, the question is discussed of how large a finite 
broadband array needs to be in order to demonstrate low-frequency performance comparable to 
infinite array predictions. A considerably larger number of elements is required in the broadband 
case than in the normal narrowband case. 

FDTD Analysis of Infinite Arrays 
A novel technique for finite-difference time-domain (FDTD) analysis of linear and planar 
periodic infinite phased arrays has recently been developed [1,2]. Periodic boundary conditions 
are implemented which reduce the computational volume to that of a single unit cell. The 
technique applies to pulse excitation in oblique directions in both the cardinal and inter cardinal 
planes. The ordinary FDTD Yee lattice is used which makes the algorithm easy to incorporate in 
an already existing FDTD code. The technique is exact in the sense that no additional 
approximations to those inherent in the ordinary FDTD technique are introduced. Alternative 
FDTD techniques for unit cell analysis exists, see for example [3, 4]. However, the very few 
coexisting techniques, which allow for pulse scan in oblique directions seem to be complicated 
to implement, or involve further approximations. 
To shortly recapitulate the idea behind our new FDTD unit cell technique presented in [1,2]. For 
simplicity, consider a unit cell in a linear infinite periodic array, as shown in Figure 1, and 
assume that the array is scanned to an angle 6 in the positive x-direction. At boundaries A and B 
the tangential fields are related according to 

f(xB>y,z,t) = f(xA,y,z,t-Tx) (1) 
f(xA,y,z,t) = f(xB,y,z,t + rx) (2) 

where rx=Dxsin 6>/c is the time delay between adjacent unit cells and c is the speed of light. Eq.l 
implies that tangential field values at boundary B are obtained from time delayed values at 
boundary A, which are simply saved in a buffer for later use. On the other hand, Eq. 2, implies 
that time advanced field values from boundary B are used at boundary A. This poses a major 
problem, since the time advanced values at time t+rx are not known at time t. The idea is now to 
move the unit cell on the FDTD grid with the speed c in the positive x-direction. The fields 
radiating from the infinitely many array elements to the left of boundary A will never reach the 
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moving cell. The effect is that the boundary condition represented by Eq. 2 can be ignored. There 
are no reflections from boundary A and it needs not be treated in any special way. This solves 
the problem. 

Unit Cell 

/YALX 
Figure 1. Side view of a linear infinite periodic array. 

The new technique uses the original FDTD equations as developed by Yee 1966. The original 
FDTD technique has been proven to be numerical stable. Numerical stability of the new 
technique is therefore guaranteed. As a matter of fact, one simulation was run for 3 million time 
steps without becoming unstable. The technique has been used to design a broadband tapered 
slot phased array with bandwidth 5.9:1 over a scan volume of ±50° [5]. Mode suppressors in the 
form of vias between the ground planes of the stripline elements contributed to the large 
bandwidth [6]. 
Since the method is based on the original FDTD technique, it has some minor limitations. First, 
the same FDTD Yee cell size is used everywhere, which in principle is a waste of computer 
memory. Second, the geometry is modeled using a staircase approximation. Actually, these 
limitations are not serious, since modeling of the single unit cell does not require much computer 
memory. However, to address these problems, a modified version of the technique has been 
developed [7]. The modified technique applies to non-uniform meshes in for example FDTD and 
the finite-element time-domain (FETD) methods. In [7], the modified technique was applied to 
the FETD method. 

FDTD Analysis of Finite Arrays Using a Local Fine Grid 
Numerical analysis of finite phased arrays normally requires large computer resources. This 
problem is exacerbated in broadband phased arrays where antenna elements normally have a 
complex geometry, which requires high spatial resolution and consumes much computer 
memory. The currently existing techniques for non-uniform grids in FDTD are rather 
complicated to implement. An easily to implemented alternative proposed is to use a local fine 
FDTD grid inside a coarse FDTD grid as shown in Figure 2. We have explored this approach for 
phased arrays, where many local grids in the coarse grid are necessary. The problem with the 
local grid technique is that some or all of the fine grid field values at the fine-coarse grid 
boundary are unknown. We have examined two different ways to implement the local grid 
methods, as proposed in [8, 9]. The first method uses the wave equation together with 
interpolations to calculate unknown boundary field values. We found that this method becomes 
unstable after a fairly short period. The second method uses only interpolations to calculate 
unknown boundary field values. This method also eventually becomes unstable. However, the 
numerical simulation may well be finished before this happens. Unfortunately, the time to 
instability decreases with increased number of local grids. The method can therefore only be 
used for small arrays. As a conclusion, local FDTD grid techniques need to be further developed 
for the analysis of phased arrays. 
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Figure 2. Finite phased array with endfire tapered slot elements. A local fine FDTD grid is used around the 
antenna elements to save computer memory and to decrease the simulation time. 

FDTD Analysis of Finite Broadband Phased Arrays 
Multi-octave arrays bring renewed interest in the old problem of array edge effects [10]. 
Although, at the high-frequency end, the center element of a 10x10 element array may see an 
essentially infinite array environment, this will not hold at the low end of a 5:1 operational band, 
where the array size has been reduced from 5Xx5A, to lXxlX,. This raises the question of how 
large should a finite tapered slot array model be in order to obtain low-frequency performance 
that can validate infinite array predictions. 
We are currently investigating this question. As a preliminary result, Figure 3 shows the FDTD 
calculated active reflection coefficient for a series of broadband tapered slot arrays (see Figure 
2), at a frequency corresponding to 0.13X element spacing. The arrays up to 13x13 elements do 
not perform well. Comparing the element reflection coefficients in the 25x25 and the 49x49 
arrays indicates that reasonable convergence for their behavior lies somewhere in between, say at 
40x40 elements. This means that, even at this low frequency, an array of 5.2A,x5.2X simulates 
both the edge and the central elements in any larger array. We have also found similar results for 
closely spaced dipole elements. Thus the tentative conclusion is that, for any frequency, any 
finite array model should be about 5A,x5A,. 
Extrapolation of experimental results of a 9x8 element dual-polarized tapered slot array leads to 
a similar conclusion [6]. 
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Figure 3. Active reflection coefficient for the central horizontal elements in six arrays of the type shown in 
Figure 2. The array is scanned to 45 degrees in the H-plane, and element spacing is 0.13L 
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THE ERIEYE PHASED ARRAY ANTENNA - FROM A SYSTEMS 
VIEWPOINT 

Martin Heed 
Ericsson Microwave Systems AB, Moelndal, Sweden 

Introduction 

The ERIEYE airborne early warning and control 
(AEW&C) system is a modern, powerful system 
designed for medium size commuter aircraft. 
Thereby the operating cost, the availability as 
well as the life-cycle cost are outstanding. 

The total system consist of the following sub- 
systems: 
• Radar 
• SSR/IFF 
• ESM 
• Command and control system 
• Communication system 
• (Navigation system) 

To this date the system has been installed (in 
somewhat different configurations) on the Saab 
340 and on the Embraer 145, but it is 
comparatively easy to install on other aircraft. 

Below we will focus on the radar antenna, which 
will be described and some of the choices which 
were made in the design will be motivated. 

Physical layout 

In the antenna is included: 
• the radiation elements 
• the transmit/receive modules (TRMs) 
• the feeding network 
• the calibration network 
• the cooling system 

We have chosen to place these parts close 
together in a so-called dorsal unit as it is 
mounted on top of an aircraft. Thereby the active 
TRMs can be cooled by ram air, a simple and 
effective solution. In the dorsal unit is also 
placed SSR/IFF antennas, which we will not 

deal with in this paper. The layout is illustrated 
in the following figure. 

Fig. 1. The radar antenna 

To be able to mount the antenna on top of a 
rather small commuter aircraft as the Saab 340, 
it is necessary to restrict both the dimensions 
and the weight. We have chosen to limit the 
active antenna area to less than 8 by 0.7 m on 
each side. The weight of the dorsal unit 
(including the IFF antennas) is below 1000 kg. 

The antenna elements consist of slotted wave- 
guides. Each TRM is connected to one 
waveguide on each side of the dorsal unit. Each 
waveguide has vertically oriented slots, divided 
in an upper and a lower half with separate 
feedpoints. There are 192 TRMs. 

The signals from all the TRMs are summed in 
the feeding network to a sum signal. A number a 
TRMs (and antenna elements) are also used as 
broad-beam antennas for sidelobe blanking 
(guard) and adaptive sidelobe cancellation. 
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The TRMs perform phase shifting, power 
amplification and switching functions on 
transmit. On receive they perform switching, 
low noise amplification, amplitude weighting 
and phase shifting. 

Frequency choice 

All long-range radars operate at S-band or 
below. The attenuation in clear air or rain is too 
large at higher frequencies. 

For a radar at 6000 m altitude and a low-altitude 
target at 300 km range, the two-way atmospheric 
attenuation (in normal atmospheric conditions) 
is given below. In the table is also given the 
extra attenuation of a 100 km wide rain region 
with an intensity of 4 mm/h. This is a perhaps 
not a worst case, but the rain extent is normally 
more restricted for heavier rainfalls. 

Frequency band: L S C 
Clear air att. (dB): 2.6 2.9 3.2 
Extra rain att. (dB): 0.1 0.3 1.5 

It is clear that lower frequencies are preferable 
in this respect. 

Another aspect is the elevation and range 
coverage. It is required to detect fighter-sized 
targets at altitudes up to 20 km at long range. 
This is possible to accomplish at S-band with a 
single scan line. At C-band two lines are 
required with the extra complexity that implies. 

At L-band the elevation beamwidth is too wide, 
the radar energy is spread out in regions where it 
is not required. This is illustrated in the 
following figure, where the single scan detection 
probability is plotted with a horizontal beam. 
The scan time is constant. 

Fig. 2. Radar elevation coverage at two 
frequency bands 

S-band is the optimum choice in this respect. 
This is of course under the pre-condition that the 
antenna aperture is limited in height as given in 
the former paragraph. 

S-band will always have narrower beamwidths, 
however, which is preferable in jamming 
situations, as it minimises the areas with 
mainlobe jamming. 

There are many more aspects on the choice of 
frequency (e.g. measurement accuracy, 
resolution, interference risk, available 
components etc.), but the three aspects given 
above have dominated the choice for this 
system. 

Polarisation 

Horizontal polarisation was the result of the 
preferred antenna design consisting of vertically 
oriented waveguides with broad wall slots. 

Horizontal polarisation gives higher surface 
reflection, especially over sea. This is no 
disadvantage, since the net effect of the multi- 
path is positive. The radar range is actually 
improved for low-flying targets over sea. 

Electronic beam steering 

The main reason for choosing a phased array 
antenna was the requirement of low weight and 
drag on the aircraft, as was stated before. This 
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gives good operating economy and long time- 
on-station. 

Another important feature is that the track 
initiation range is increased. With conventional 
(rotating antenna) radar, the target must be 
detected at a few scans before a firm track can 
be established. With phased-array radar, it is 
possible to lock on shortly after the first 
detection, by jumping back with the beam to the 
bearing of the detection. The radar then 
illuminates in that direction to confirm that the 
detection is a real target and possibly to start a 
new track. 

In the following figure are shown: the detection 
probability at the search scan, the detection 
probability at the extra illumination and the 
resulting probability of track initiation. 

Fig. 3. Detection and track-initiation 
probabilities 

In the next figure are shown: the cumulative 
probability of track initiation in a mode with 
extra illuminations (the so called Adaptive 
Radar Control, ARC, mode) and the same in a 
track-while-scan (TWS) mode. 
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Fig. 4. Cumulative track-initiation probabilities 

The cumulative track-initiation range is of 
greater interest than the single-scan detection 
range, as it is a measure of the range where 
tracking starts on an approaching target. 

A third benefit of a phased array is that it is 
possible to update the tracks at a higher rate than 
the search scan rate. The track continuity is then 
improved and it is also possible to lower the 
scan rate to further improve the track-initiation 
range, as the coherent integration possible with a 
lower scan rate is more effective than the binary 
integration with a higher scan rate.. 

It is also possible to adjust the update rate to 
each target depending on the situation (adaptive 
tracking). If a target manoeuvre is detected the 
update rate for that target can be increased. The 
same is true in other difficult situations or if the 
operator chooses to give this target a higher 
priority. 

Antenna sidelobes 

It is important to get a low sidelobe level to keep 
both the sidelobe clutter and the sidelobe 
jamming low. 

The distance between the radiating elements is 
less than half a wavelength in the horizontal 
plane, so that so called "grating lobes" are 
avoided even for very large scan angles. In the 
vertical plane the distance between radiating 
elements is a little larger, as the required scan 
angle is much less in that direction. 

We use a certain vertical weighting function to 
control the elevation sidelobes. This is built into 
the antenna plates (the positioning of the slots) 
and cannot be altered afterwards. 

In the horizontal dimension we use no weighting 
on transmit, in order to get maximum power 
output and to have only one type of TRM. On 
receive we use a Taylor weighting to get low 
sidelobes. 

The sidelobe level is, however, not only 
determined by the weighting function, but also 
by the errors in phase and amplitude of each 
element. If we assume Gaussian errors with zero 
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mean and standard deviation of aa and ap in 
amplitude and phase respectively, the average 
sidelobe gain divided by the peak mainlobe gain 
(SLR) will be (in the horizontal plane): 

2 2 

SLR = SLR0+-^-      p 

Here SLRo is the sidelobe level given by the 
weighting function, Nei is the number of active 
elements and Tja is the aperture efficiency. If we 
for example use a 50 dB Taylor weighting and 
the errors were ca = 0.05 (0.43 dB) and ap = 
0.05 rad. (2.9°), the average sidelobe ratio would 
be 43 dB. The sidelobe level is even better in 
other directions. 

As the system has to operate at varying 
surrounding air temperatures and as the active 
components in the TRMs tend to drift with the 
temperature, we have included a calibration 
system to keep the errors (and thus the sidelobe 
level) at a low level. The radar operation is 
interrupted for short periods now and then for 
calibration, so the antenna performance is 
always good. 

With the same example of receive pattern as 
above and with unweighted transmit pattern, we 
can calculate a probable clutter spectrum: 

around the main beam clutter must be discarded 
anyway to get rid of ground moving targets 
(cars, trains, etc.). 

Target altitude measurement 

The radar is required to be able to measure the 
altitude of targets. 

The antenna on each side is divided into two 
parts: one upper and one lower part. The 
transmit signal from each TRM is split in two 
equal part, which feed each waveguide part. On 
receive the two signals are combined into one 
sum and one delta channel, which both are 
transferred to one TRM. By forming these two 
signals before any active amplification, the 
errors are kept at a minimum. 

Reliability 

One important feature of an active phased array 
is that the system will function (with somewhat 
degraded performance) even if a few TRM's 
would malfunction. This is commonly called 
"graceful degradation". 

Summary 

The ERIEYE antenna has been described from a 
systems view. The choice of frequency and 
polarisation were motivated and some of the 
advantages of using a phased array were 
explained. It gives longer track initiation range, 
better track continuity and better reliability. In 
this application we also have the advantage of 
less drag on the aircraft, thereby making it 
possible to use rather small aircraft. 

Fig. 5. Clutter spectrum 

Due to the unweighted transmit pattern we get a 
clutter spectrum with high first sidelobes (one on 
each side). The first sidelobes have no influence 
in an AEW radar, as a small velocity region 
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Present EHF-Antenna activities at D.S.S. 

P. Keim, K. Osterschek, M. Hofbauer, M. Reinhart, M. Weber 
Domier Satellitensysteme GmbH 

P.O. Box 801169 
81663 Munich, Germany 

» +49 89 607 21724, Fax.: +49 89 607 25538, Email: Markus.weber@dss.dornier.dasa.de 

Abstract 

This paper gives a brief overview of the EHF antenna demonstrators designed, developed, integrated 
an tested at Dornier Satellitensysteme GmbH (D.S.S.) 

1. Introduction 

During the MILSATCOM Phase A study performed by D.S.S. for the German department of defence, 
the Spotbeam and Globalbeam antenna demonstrators were defined. The purpose of the two 
demonstrator models is to verify the electrical performance of the complete system as well as to verify 
the proper performance of critical technologies used within certain sub-systems of the demonstrators. 

2. Spotbeam Antenna Demonstrator 

The Spotbeam Antenna demonstrator forms a compact, high performance combined transmit/receive 
antenna. The complete demonstrator, as shown in Figure 1, consists of: 

• an offset parabolic main reflector, 
• a planar frequency selective surface as sub-reflector, 
• the transmit feed system with zooming capabilities, 
• and a fully active receive feed system. 

For the transmit function, the antenna is capable of forming spot beams with variable coverage sizes in 
the range of 0.5° to 1.7° in diameter. The receive function allows for the formation of flexible 
coverages such as spot beams, contoured beams, rotational elliptical beams as well as providing 
sovereign nulling capabilities. A few measured examples depicting the extreme versatility of this 
antenna is depicted in Figure 2. 

The transmit feed system, operating in the frequency range 20.2 - 21.2 GHz, consists of the : 

- the horn cluster, 
- Polarisation / Transition unit 
- and the passive beam forming network (BFN). 

The horn cluster consists of seven SCRIMP (Short Circular Ring loaded horn with Minimised cross- 
Polarisation) horns which are arranged in a hexagonal lattice. The polarisation and transition unit, 
responsible for the generation of the circular polarised transmit signal, is situated directly behind the 
horn cluster. A 1:6 fixed power divider and a variable power divider forms the passive BFN which is 
responsible for the zooming capabilities of the transmit antenna. 
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The receive feed system, operating in the frequency range 43.5 - 45.5 GHz, consists of the sub- 
systems: 

- Horn cluster, 
- Polarisation / Transition unit, 
- waveguide bending unit, 
- and fully active beam forming network. 

The horn cluster and Polarisation/transition unit operates in a similar manner as describe above for the 
transmit feed system. The waveguide bending unit transforms the seven hexagonal positioned receive 
paths from the Polarisation / transition unit into the seven planar parallel paths needed at the input of 
the BFN. The BFN consists of seven parallel receive paths which are added in phase via a 7:1 power 
combiner. Each path within the BFN consists of a waveguide to coplaner waveguide transition, LNA, 
VGA, a 90° Phase switch, a 90° Phase shifter and a 180° phase switch. All components are realised 
using MIC technology. With this receive topology, a 20 dB amplitude and 360° phase control range 
within each path is possible. The amplitude and phase deviation between the seven receive paths are 
smaller than ±1 dB, ±10 ° over the complete frequency band. 

3. Globalbeam Antenna Demonstrator 

A parabolic offset reflector and a 37 element, fully active receive feed system, forms the Globalbeam 
antenna demonstrator. A side view of the complete demonstrator is shown in Figure 3. The 
globalbeam antenna is capable of producing an extremely large amount of flexible coverage mode 
capabilities. A few coverage modes are shown in Figure 4. The receive feed system consists of the 
sub-systems: 

Horn cluster, 
Polarisation /Transition unit 
And the active BFN. 

The horn cluster and polarisation /transition unit is based on the design given by the Spotbeam antenna 
demonstrator. The active BFN consists of several GaAs-MMICs realised using a 0.25pm PHEMT 
process. The particular chips provide the following functions: LNA, Gain Block, analogue VGA 
(Variable Gain Amplifier), 180° Phase Switch, 90° Phase Switch and analogue 90° Phase Shifter. The 
beam forming network consists of parallel branches directly attached to the polarisation/transition unit. 
This fully active BFN provides a continuous amplitude (15dB) and phase (360°) control range. 
Additional microwave components such as a novel waveguide to coplanar transition as well as power 
combiners completes the versatile functionality of the BFN. The amplitude and phase deviation 
between the 37 receive paths are smaller than ±2 dB, ±20 ° over the complete frequency band. 

Acknowledgements 

The German Department of Defence (Bundesministeruim für Verteidigung, BMVg) is acknowledged 
for their Generous financing and support of this programme. 

396 



Figure 1: The Spotbeam antenna 

Figure 2 a: A few measured transmit coverages of the Spotbeam antenna 

Figure 2b: A few measured receive coverages of the spot beam antenna 
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Figure 3: Side view of the Globalbeam antenna 

Figure 4: A few coverage mode capabilities of the Globalbeam antenna 
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Analysis, Design and Measurements on an 
active Focal Array Fed Reflector 

H. LEGAY*, F. CROQ and T. ROSTAN 
* Alcatel Space Industries, 26 av. J.F. Champollion, B.P. 1187,31037 Toulouse Cedex 1 

1. Abstract 

ALCATEL develops reflectors antennas with multifeed arrays'for civil and military communications 
satellites In this paper, A X band, high gain spot beams antenna with accurate beamsteering and 
shaping, low sidelobe levels is presented. The selected antenna is comprised of an offset parabolic 
reflector with overlapping feed cluster. Pattern synthesis is performed with an active beam forming 
network (BFN). Design rules were gained from a detailed analysis of the antenna architecture: A 
demonstrator was designed and measured. Low sidelobes (-25 dB), accurate steering (0.05°), good 
agreement between theoretical and experimental spots were demonstrated. Attention was paid to 
optimize the design of constitutive elements (light weight planar focal array, shaped reflector ). 

2. Introduction 

The reflector antenna with a multifeed array is an attractive candidate for two distinct missions : 
multimedia satellites requiring a multibeam coverage with high directivity, and military 
communication satellites requiring directive beams with coverage reconftgurability and protection 
against electronic warfare interference. 

In the first said application, the reflector focuses the RF power on a limited number of feeds. A passive 
Beam Forming Network combines their contributions for the synthesis of each spot. 
For the military application, the BFN is active. In order to be able to scan a spot over the earth, all the 
feeds contribute to the synthesis of a spot. The BFN complexity is therefore higher, and is comparable 
to that of a Direct Radiating Array (DRA), which is another attractive candidate. However, when 
considering high gain spot beams in X band, the Focal Array Fed Reflector (FAFR) is preferred to the 
DRA mainly for its easier implementation on the platform. 

ALCATEL analyzed carefully the FAFR. A parametric study was carried out and rales of the thumb 
were derived for assistance in the design. Theoretical models Were developed and a demonstrator was 
defined and built. Measurements are presented. Technological developments were conducted on 
constitutive components. 

3. General considerations on the FAFR 

The FAFR consists of a parabolic reflector with a phased array located at its focus. In its passive 
embodiment, the scanning may be achieved by selecting one of the multiple radiating elements of the 
array. It is however well known that the range of scan of this method is limited by the increasing coma 
and astigmatism, resulting in beam broadening, loss in gain and increase of sidelobes. This 
phenomenon is particularly pronounced for low focal length F/D (<0.7). A second major drawback of 
the passive architecture is its poor efficiency. The impossibility of achieving high cross-over spots 
with contiguous feeds in the focal plane has been demonstrated. 

This problem is alleviated with the active architecture, which uses the concept of overlapped 
subarrays. Several feeds contribute to the synthesis of a spot. By analogy with digital filtering, the RF 
energy distribution in the focal plane is spatially sampled (by small feeds), the number of which is 
directly connected to steering accuracy. For scanned beams, the RF energy spreads on the focal array 
due to the aberrations of the optical system. A higher number of feeds is required for a spot synthesis. 
The feeding law compensates for the phase aberrations. 

The reflector size is directly derived from the directivity specification. The focal length is set 
according the following considerations : it must be large enough in order to minimize the phase 
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aberration for a beam scanned (max : ±8°); the optical system can be implemented of on a lateral wall 
of the platform ; the induced focal array grid permits the accommodation of filters and active devices. 

The sidelobe control is achieved simultaneously by the optical systems for directions at least two 
beamwidths away from the main lobe, and for close directions by the control of the phase and 
magnitude combination of the feeds. Therefore, low far sidelobes can be achieved by designing 
properly the optical system. They are immune to the drift or failure of RF active components. On the 
other hand, the close sidelobes are controlled by the phase and magnitude law applied to the group of 
adjacent feeds. Small perturbation of this feeding law may result in sensitive degradation of the close 
sidelobes. The sidelobes are all the more sensitive to the instability of the law since the number of 
active feeds per spot is low. An on-board calibration system or an adaptative close sidelobe control 
process is therefore required. 

4 RF Architecture 

The architecture of an on-board FAFR is detailed thereafter. The received signal incident on the 
parabolic reflector is focused on a group of adjacent feeds. Each radiating element is connected to a 
RF channel, which is comprised of a filter, a calibration coupler, a Low Noise Amplifier (LNA), a 
phase shifter, an attenuator and switchs included in the Beam Forming Network (BFN). 

The LNA must have sufficient gain, so that the losses following the amplifiers do not contribute to the 
noise temperature. It must also maintain the linearity in presence of high traffic and severe jamming. 
These considerations may require multi-gain amplifiers. The failure of a LNA has a dramatic effect on 
the spot characteristics. The LNA need therefore to be redounded. 

The BFN includes an entrance divider, switch matrices, phase shifters and attenuators, output 
combiners. The entrance divider corresponds to the generation of independent spot beams fully 
reconfigurable. The switch matrix permits to reduce the number of phase and magnitude control per 
spot. Since only adjacent feeds contribute to the synthesis of a spot, remote feeds never contribute 
simultaneously to the synthesis of a given spot. Remote feeds located in opposite areas of the array can 
therefore be connected to a switch matrix which selects the feed according to the beam pointing. The 
order of the switch matrix depends on the coverage dedicated to the spot. The wider the coverage, the 
more of feeds per spot, and therefore the lower order of the matrix. The use of a switch matrix reduces 
the requirement on the dynamic of the feeding law which is limited by technological factors. However, 
the switch matrix must indicate a high isolation between its access in order to limit the far sidelobe 
level. 

5. Demonstrator 

A demonstrator has been defined according the following specifications : 
• G/T=10dB/K, 
• close sidelobe level < -20dB, far sidelobe level < -25 dB, 
• steering capability over the earth coverage, 
• shaping capability : regional and global coverage, 

The objectives were: 
• to validate experimentally the simulated performances, 
• to underline the antenna integration, 
• to identify achievable performances, 
• to identify the limitations relative to the constitutive components : quantization of the law, 

dispersivity between the RF channels,..., 

The demonstrator is presented on Figure 1 . It is made of a 2.2 m reflector, and a focal array of 175 
contiguously stacked potter horns. The BFN generates 2 spots with 16 feeds, or 1 spot with 32 feeds. 
The resolution was set to 0.5 dB (out of 30 dB) and 5° (out of 360°). 
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The RF channels were calibrated for all the phase and attenuator control states before integration with 
the optical system. Their dispersivity with frequency was qualified. The coupling effect between the 
array feeds was also qualified before integration of the antenna. The radiation pattern of the 
surrounded feeds appears sensitive to the environment. The pattern fluctuation was ascribed to 
diffraction rather than coupling between the feeds. 

Low sidelobe regional and theater spots were synthesized for different pointing! They indicated good 
agreement between theory and measurement, as well as satisfactory performances : 
• good pointing accuracy (±0.05°); 
• low close sidelobes (<-25 dB for a scannedbeam, <-30dB for Nadir spots); 
• low far sidelobes (<-30 dB); 
• High reconfigurabilityofa spot (from regional to theater). 

The wide-band performances of the spots were also considered. The pattern dispersivity over the 
coverage and also over the null was characterized, and was correlated with the dispersivity of the 
optical system and the dispersivity of the active beam forming network. 

6. Technological development 

Attention was paid to reduce the weight of the focal array. The array grid of a focal array varies from 
one wavelength to one and a half wavelength, depending on the focal length. This range of diameter is 
particularly difficult to realize with typical planar radiating elements. Planar elements for space 
application are usually made of stacked resonators separated by interleaved honeycomb. The use of 
material substrate is forbidden, since it affects the bandwidth and the element mass. Thus, subarrays of 
several resonators on air substrate have a lateral spacing between 0.7 and 0.85 wavelength. Thus, 
planar radiating elements ranging from 0.9 to 1.4 wavelength can not be developed with the typical 
arrangement. A new topology was designed based on a single fed patch and seven stacked parasitic 
patches. It results in a 400% save of mass. 

An other concern was to modify the parabolic geometry of the optical system, so that the phase 
aberrations observed for wide angle scanned beams was reduced and made constant regardless of the 
beam pointing. The goal was to have the same number of active feeds regardless of the beam pointing. 
A slight modification of the reflector profile improves the performances when scanning at the edge of 
earth. This is obtained at the expense of the nadir performances. 

#8>T1 

users- 

Figure 1 : FAFR Demonstrator 
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Figure 2 : Comparison between calculated and measured pattern (superposed on each figure) 

Figure 3 : Focal Array (Horn and Planar array implementation) 
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1. Abstract 

This paper deals with Direct Radiating Array pattern simulations in Ka band (transmit Tx and receive 
Rx). The DRA is used to generate a multiple beam coverage from a geostationary satellite to provide 
broadband services to fixed or mobile users in a local earth region. Particular emphasis is placed on 
the antenna optimization in order to reduce the number of Radiating Element (R. E.) with respect to 
the requirement. We have selected a typical mission corresponding to a precise ITU-filing. 

2. Introduction 

High data rate communication (typically from 2 to 20 Mbit/s) simultaneously to (and from) many 
users, leads to follow some specific constraints on the Satellite Payload: very high gain on board 
antennas comply with small size antennas on the users side, and decrease the power requirement of 
Solid State Power Amplifier transmitting around 30 GHz which are a significant part of the cost of the 
User Terminal. Therefore the G/T of the Satellite Rx-antennas must be very high, to achieve the link 
budget required for a sufficient Signal to Noise Ratio, directly related to the data rate. Maximizing G/T 
of Rx-satellite antennas means first minimizing noise temperature T: very low noise amplifiers, and 
very low ohmic losses in the whole RF path from the radiating aperture to the LNA's; it means also 
maximizing antenna directivity: as the Satellite Antennas radiating pattern must cover the whole 
useful Earth Region concerned and as the antenna directivity is inversely proportional to the area of its 
beam footprint, the only solution is to share it between many small circular disks called "spots". So the 
antenna should be a multibeam antenna. 

3. Multimedia via satellite mission 

Many projects are emerging, from International Public institutions (Intelsat, Eutelsat, ...) or private 
operators, for providing "multimedia via satellite, direct to home" services. In order to focus such 
Services mainly towards users located in the most populated earth regions, systems using a low 
number of geostationary satellites, facing these regions, appear to be the simplest ones. Traditional 
radio-frequency bands for communication via satellite, i.e. C and Ku ones, are nearly saturated. The 
only band which can offer sufficient-capacity (1 Gbit/second needs around 1 GHz available band, in 
each transmission sense) is the Ka-band: from 28 to 31 GHz for the up links (ground to satellite), from 
18 to 21 GHz for the down links (satellite to ground). The main antenna requirements are summarized 
in figure 1. The coverage is composed of 44 contiguous beams disposed on a triangular lattice with 0.7 
degrees beam spacing. 

4. Rx and Tx Architectures 

In an active DRA (Direct Radiating Array), figure 2a, amplifiers are directly connected to the R. E. So, 
for transmit (Tx) or receive (Rx) antennas, a large advantage is to suppress redundance switches 
replaced by graceful degradation (provided by a little oversizing of the array at the beginning of life). 
Phase-shifters allow repointing simultaneously all the beams to compensate the platform instabilities: 
This is done by self-pointing the antenna towards a beacon on ground, thanks to difference patterns 
provided by the DRA. Otherwise, platforms movements (typically ±0.1 to 0.15°) would degrade too 
much End Of Coverage gain and isolation between beams, whose specified contour diameter is 0.8° in 
the example taken here, and may be as low as 0.3° to 0.5° for other Systems. 

■    For Rx antenna, effective MMIC LNA's using PHEMT technology (or even more advanced ones), 
are very compact. Very low losses from the radiating element to the LNA provide an overall good 
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System Noise Temperature : this is compulsory for the very high G/T required for such mission 
(12 to 15 dB/K). 

■ For Tx antenna, a similar architecture is also candidate, inverting the signal sense and replacing 
LNA's by SSPA's. This solution has the double advantage of distributing the RF power to be 
radiated among more than one hundred SSPA's, each of them contributing to all beams : 
- power margin to compensate rain attenuation is averaged on all beams. As the probability that 

rain occurs simultaneously on all the footprints is very low, power margin are much lower, 
- if the traffic demand changes, power distribution can be adjusted among various beams, 

■ However, the high drawback of such architecture is the bad RF to DC efficiency of today 20GHz 
MMIC-SSPA's, more than twice lower than TWTA one. So an option is to use one TWTA per 
beam, placed in front of the passive BFN (see figure 2b). Then, the BFN must have very low 
losses : a double orthogonal set of waveguide Butler matrices is a good candidate. 

5. BFN criticity 

The present work is focused on multiple beam coverage of high gain (>42 dB) which requires a large 
size radiating panel, typically with a 90 A, diameter. We quantified the number of BFN's nodes (one 
node = one coupler, possibly unbalanced, with optimized line lengths between 2 successive nodes). 
The starting point is that N feeds generate M beams and we take the Rx antenna as example, hi a BFN 
using independent layers for each beam, a splitter 1 per M is necessary after each feed and 1 per N 
before each beam port. As a splitter 1 towards N requires N-l nodes, their total number is 
M(N-1)+N(M-1). 

If using Butler matrix [1], the BFN requires (N log2 N)/2 nodes to achieve N beams (M=N) from N 
feeds, which is far lower (e.g. by a 73 factor if N=128 : similar gain than in FFT digital algorithms). 
When M*N, this factor is a little smaller but still significant. For N=256 and M=44, 22228 nodes are 
necessary for the classical BFN versus 1024 for the Butler matrix. So the last one appears the only 
solution in term of BFN complexity; it would be built from 2 sets of 16x8 matrices providing 64 beam 
ports from 256 R. E. ports (so truncated for lower numbers). Feasibility of 16x8 matrices is under 
assessment from numerous paper designs ; but actually built and tested ones are only 4x4 to 8x8, at 
least in the open literature : see [2] as example. In any case, more than 256 R. E. is not realistic. 

6. Rx-DRA performances 

The phase laws feeding the DRA are computed according to the specified beams lattice simulating the 
Butler matrix. The amplitude law is Taylor type, in order to fit the specified Side Lobe Level (SLL), 
while maximizing the maximal directivity. The SLL is related with the C/I: I is the sum of the power 
received by the useful beam, from all users in the other beams using the same frequency, referred to 
the useful power (C) received at the edge of coverage (EOC), i. e. worst case beam edge. Assuming 
EOC directivity 4.5dB below the maximum, a - 28 dB SLL is necessary to reach a 15 dB C/I 
requirement. 

Figure 3a shows the variations of EOC directivity and isolation for the worst case beam. The 
directivity presents an optimum of 44.4 dBi (2.4 dB margin versus required gain) for a diameter of 
900mm, with 15.7 dB compliant C/I. The figure 3b presents the number of R. E. versus array 
diameter: 253 R. E. corresponds to the optimal 900 mm diameter. A corresponding 4.3 dB roll-off 
(gain variation within the beam contour) is found (fig. 3b) : it is in accordance with theory for 
maximizing EOC gain if we take the assumption that the variation of the gain around its maximum is 
gaussian. 

7. Tx-DRA performances 

For distributed Tx-amplification, the main problem is the radiated power taperisation, for a maximum 
SSPA power, for any non-uniform excitations. For example, the linear gain factor of the Taylor 
circular law with SLL=-28 dB, is 0.6, losses on the antenna's EIRP are 2 dB. Hence we use an uniform 
feed law and the SLL optimization is performed by thinning the DRA. 
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The DRA dimensions are the same as the Rx ones in wavelengths, so higher by a 1.5 factor in cm. The 
figure 5 presents the results from the DRA thinning and the associated radiation pattern. The 
optimization is based on a genetic algorithm [3], well matched for this case. Thinning has enabled to 
save 25% of R. E. number : 189 instead of 253. The thinned DRA EOC directivity only decreases 
from 44.4 to 43.8 dBi for a 5.5 dB SLL improvement w.r.t the full uniform DRA (-22.5 versus 
-17 dB). C/I is around 17dB, so compliant with the requirement. 

8. Conclusions 

We have presented the predicted performances of Rx and Tx multi-beam satellite antennas in Ka band. 
The results of this study show that the DRA feasibility depends essentially on the BFN complexity, 
tightly linked with the beams number and R. E. number. A typical multimedia mission from a 
geostationary satellite can be achieved by Rx and Tx direct radiating arrays composed of 253 and 189 
R. E. ; 8x16 Butler matrices are proposed to provide the 44 simultaneous beams. Detailed hardware 
design and Breadboarding will follow. 
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Rx/Txband: 
28350-30000 MHz 
18550-20200 MHz 
frequency reuse: 4 

polarisation: Linear 

coverage: 44 spots 

spot widths: 0.8° EOC 

Isolation : >15 dB (C/I) 

Gain :> 42 dB EOC. 
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Figure 1 Example of multiple beams mission in Ka-band on Europe 
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ABSTRACT 

As part of the general identification procedure, radio frequency identification (RFID) is an essential 
field of research in the modern industrial automation. Radio frequency identification is among the 
most technically advanced methods of collecting data automatically. This paper presents an 
intelligent 2.45GHz beam-scanning array for RFID reader. The design is based on the paper industry 
needs but is still applicable to other fields of industry. New current amplitude distribution is applied 
to feed the array elements. With this amplitude current distribution the -37.5dB side lobe level is 
achieved while maintaining the half power beam width at the same as Dolph-Chebyshev current 
amplitude distribution with the side lobe level of-30dB. Thus, the new distribution is a compromise of 
binomial and Dolph-Chebyshev. The system level description of the intelligent beam-scanning array 
is also discussed. 

Key Words - Beam-scanning array, RFID, Intelligent antennas 

1. INTRODUCTION 

In the development of technology for paper industry the degree of automation of paper reel handling 
has been high for a long time, and it is still rising. Reliable paper deliveries require reliable transport 
systems where you can trust every link in the chain. As part of the general identification procedure, 
radio frequency identification (RFID) is an essential field of research in the modern industrial 
automation [1] - [4]. Radio frequency identification is among the most technically advanced methods 
of collecting data automatically. RFID technology plays an important role in controlling, detecting 
and tracking items and moving information efficiently with an item along its lifespan. Taking 
advantage of these modern RFID systems can make paper reel handling procedure faster, easier and 
more reliable. 

The RFID system generally consists of three basic components: the transponder, the reader and the 
host data processing system. The part of the RFTD system that most affects to the ability to read the 
transponder or tag is the antenna. The size of tag antenna is limited by the dimensions of tag. Thus the 
directivity properties can be only controlled at reader antenna. The beam-scanning array is needed 
because paper reels can be handled either one at the time or group. 

This paper presents an intelligent five-element rectangular patch antenna array for modern beam- 
scanning RFID reader. In section 2, the array theory is developed which is applied to 2.45GHz 
antennas needed in paper industry. Section 3 presents a system level description of the beam-scanning 
procedure, which is controlled by a microprocessor. 
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2. FIVE ELEMENT NONUNEFORMLY EXCITED EQUALLY SPACED LINEAR ARRAY 

The proposed beam-scanning array is composed of five elements, which are equally spaced but non- 
uniformly excited. This section presents the array factor (AF) derivation, which is based on the 
isotropic point sources. The antenna radiation pattern can be calculated by multiplying the array factor 
with the element factor of given antenna [5]. Thus the theory to be presented is general and can be 
applied to any element pattern. 

CONSTANT PHASE 

Fig. 1. Incident rays are shown in solid line and constant phase plane is shown in dashed line in zx-coordinate 
frame. 

Let the point source separation be d as shown in fig. 1. The angle between array axis z of which unit 
vector is z and incident ray of which unit vector is r can be calculated by the scalar product as z • r = 
cosQ. The phase difference caused by the element spacing is thus fidcosQ, where ß is the wave number 
given in [6]. To obtain beam-scanning the variable phase shifter must be incorporated of which value 
is given by a [7]. Let An denote the relative amplitudes of each element where the center element 
relative amplitude is 1 and the phase shift a = 0° and the element is centered to the origin. The 
array factor can be evaluated 

AF = Ax exp[- j2(ßd(cos 0 - cos 0O)+a)] + A2 exp[- j(ßd(cos 6 - cos 0O)+a)] + A3 

+ A4 exp[j(ßd (cos 6 - cos 00)+a)]+As exp[jl(ßd(cos 6-cos60)+a)] 
(1) 

where cosQ0 is the angle to the direction of which maximum is wanted. The current distribution 
feeding the elements of the array is symmetrical thus Aj = A5, A2 = A4. This expression can be 
simplified by collecting the equal amplitude exponential terms together. Thus the normalized array 
factor becomes 

/(*,«) = 
1 

- [2A, cos(2(yfiW(cos 0 - cos 0O)+a)) 
2AX + 2Aj + A3 

+ 2A2 cos(ßd (cos 0 - cos 0O)+a) + A3 ] 
(2) 

The beam can be scanned by controlling the phase shift a. The RFED reader antenna should have low 
side lobe level. The side lobe level and the half power beam-width can be controlled by relative 
current amplitude. The side lobe level and the half power beam-width should be small in accurate and 
efficient RFID reader. The new current amplitude distribution is a compromise between binomial and 
Dolph-Chebyshev -30dB side lobe level distributions in which half power beam-width is identical to 
Dolph-Chebyshev and the side lobe level is decreased to -37.5dB. These coefficients can be 
calculated from normalized binomial distribution by adding 1/12 to each amplitude except the center 
element amplitude, thus the new coefficients are: A7 = A5 = 0.25, A2 = A4 = 0.75 and A3 = 1. The 
resulting normalized array factor in linear scale is shown in fig. 2a, in which point source separation d 
is X/2 and in fig. 2b array factor multiplied with patch element factor. 
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Fig. 2. a) Normalized array factor in linear scale, b) Five element patch antenna array radiation pattern in 
logarithmic scale. 

The antenna elements used in array are rectangular patch antennas of which resonant length and width 
are 37.5mm. Dielectric constant is 2.54 and height from the ground plane is 3mm. The rectangular 
patch elements are chosen because of they do not have back radiation. Patch antennas are also light- 
weight, low cost and easy to manufacture. Thin structure of the patch antennas is very strong and it 
can withstand mechanical stress, which the antenna may confront in the transportation of heavy paper 
reels. The elements are feed parallel because the control of the phase scanning can be controlled easier 
by a microprocessor [7]. The total scan angle is 60° to avoid excessive side lobe levels i.e. 30° in both 
directions from the center position. 

3. SYSTEM LEVEL DESCRIPTION OF THE INTELLIGENT PHASE SCANNING 
CONTROL 

The RF front-end of the RFID reader consists of previously described parallel feed patch antenna 
array of which each antenna element current amplitude and phase shift can be controlled separately by 
a microprocessor. The transceiver is connected to the array by power combiner/divider network as 
shown in fig. 3. The attenuation and phase shift of each antenna element is controlled by a control bus 
which is eight bits wide. Four most significant bits are used to address decoding and the four least 

Control Bus 

Fig. 3. Block diagram of the intelligent beam-scanning network. 
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significant bits are used to select the state of each attenuator or phase shifter. Four bits in address 
decoding means that it can control 16 different devices, thus the same system can control attenuators 
and phase shifters of eight-element array. In selecting the devise-state, the four bits means that the 
devise can have 16 states to choose. These values can be stored in to memory to form a look-up table. 
Reading the devise-states from look-up table is very fast compared to calculating the state values. 
However, this does not exclude the possibility to use calculation. It is just a matter of selecting of 
appropriate microprocessor. For this antenna array, the scan angle is 60°. This means that the scan 
step is 3.75°, which is very good resolution. However, this resolution is more than needed in this 
application. Also the attenuation can be controlled similarly, in which the resolution is 1/16 of the 
maximum amplitude. 

The intelligent algorithm, which controls the array can detect the direction where the highest level 
signal is received and send data to that direction if requested. The RFTD reader can also ask a code 
from a tag by sending an acknowledgement to all direction and waiting for an answer. The tag is a 
small passive low-cost transceiver unit attached to a paper reel containing an identification code. Thus 
each paper reel can be identified and its manufacturing place and date can be traced afterwards. 

The microprocessor control of attenuators and phase shifters of each antenna element can be done 
separately, which makes this procedure adaptive. Thus the other current distributions and phase shifts 
are possible to form different beam shapes and properties needed in various applications i.e. the same 
RF front-end can be used for many other scanning or beam-forming applications. 

4. CONCLUSIONS 

This paper has focused on the development of intelligent planar beam-scanning array for RFTD reader 
needed in paper industry. The operating frequency was 2.45GHz, which is part of ISM-band 
(Industrial, Scientific and Medical). New current amplitude distribution was applied to feed the array 
elements. With this amplitude current distribution the -37.5dB side lobe level is achieved while 
maintaining the half power beam width at the same as Dolph-Chebyshev current amplitude 
distribution with the side lobe level of -30dB, in which our distribution is a compromise of binomial 
and Dolph-Chebyshev. Patch antenna elements were chosen because of their thin structure and ease of 
connecting the array to a clamp truck. The control of beam-scanning was also discussed in which the 
intelligent algorithm controls digitally attenuators and phase shifters of the five element beam- 
scanning array. 
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1. Introduction 

Hybrid antenna (HA) is an effective system for limited field of view [1,2]. This system has a high gain 
due to a large reflector, its scan capability is achieved by use of a small feed array with controlled 
elements. In the existing hybrid antennas with two dimensional limited field of view [1], a realized 
element use factor (EUF) v is 2-3 and smaller, where v = NI Nmia, Nma is the minimum number of 
controlled elements which is equal to a number of beams in the sector of beam steering [3], N is the 
number of controlled elements used in the antenna under consideration. 

In specific applications, the two-dimensional beam steering is not 
required, and scanning in one dimension only is sufficient. For 
instance, an antenna with one-dimensional field of view could be used 
in a ground station for communication with a satellite placed on an 
orbit slightly inclined to the geostatonar one. The antenna can track 
such a satellite because it makes oscillations along an Earth's meridian 
only. Another application is an airport radar with mechanical rotation 
in azimuth and electronic beam steering in elevation. 

An example of such a HA with one-dimensional beam steering is 
an antenna containing a parabolic cylindrical reflector and a linear feed 
array of low-gain radiators located along the focal line of the reflector. 
Disadvantage of this system is a long feed array: its length is about the 
same that the reflector size. Hence, in case of a narrow beam (below 
1°) and a small range of beam steering (below 10°-15°), the antenna is 
ineffective, i.e. V »1. 

In this paper, the HA for one-dimensional beam steering with a 
reflector focusing an incident plane wave to a line of a length smaller 
than the reflector size is considered (Fig. la). The reflector focusing 

incident radiation to a focal line (FL), is referred to as "focuser" [4,5]. Due to the doubly curved focuser 
shape, it is possible to reduce the feed array length in comparison with the reflector size, therefore to 
reduce the element number [6]. 

In the proposed focuser-based hybrid antenna (FHA), a linear feed array occupies a part of the focuser 
focal line. So, only a part of the focuser surface is excited (Fig. lb). Controlling the phase of the array 
elements, we can move the excitation zone over the reflector and correspondingly to provide beam 
scanning (Fig. lc,d). ... 

The purposes of this paper are both to describe the approach to synthesis of the FHA and to analyze its 
beam steering capabilities and control elements efficiency. 

2. Synthesis of the system 

A surface of focuser is synthesized by applying geometrical optics (GO). In this approach, each point 
of a FL radiates a circular cone of rays [4]. The cone axis is tangential to the FL (Fig. 2). 
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The cone angle oo(a)is determined by eikonal distribution s(d) over the FL as follows [4]: 

COSö)((T) = ds(a)/da (1) 
where a is the natural parameter of the curve. 

Parametric equation of the focuser surface which transforms emergent rays of the FL to a plane wave is 
given by: 

r(o,y) = F(a) + l(o,y)■ (s0 -s(a) + (F(a);l0))/(\-(J(a,yr);l0)) (2) 

where F(a) is the equation of the FL, / (c,y/) is the ort of a ray 
emitted from the point a of the FL; \|r is the angle of ray location in the 
circular cone co(a); s0 is an additive constant determining the distance 

from the focuser to its FL, and /0 is the ort of the plane wave. 
Equation (2) determines the focuser surface as a function of two 

parameters: c and \|/. In order to determine the surface, it is necessary to 

specify the FL shape F(<j), the eikonal function s(d) over the FL, and 

the direction /„. At the limit when the FL length is equal to zero, the 

focuser is transformed into a paraboloid. In the case of oo(o) = const, the 
focuser is transformed to a parabolic cylinder. 

Using the GO approximation, we can evaluate the amplitude distribution A(r) of the reflected field in 
the point r(<7,\(f) of the focuser surface as follows: 

A2(r(<j,xi/)) = l(a,yf)l r0;-^r{a,yr);—f{a,yr) (3) 

where l(<J,yf) is the field intensity radiated by the sources on unit length of the FL in the direction 

/((X,l//J, \p.;b;cj= \a; p;cj) is mixed product of vectors a, b and c . 
It is clear from equations (2) and (3), that by means of proper choice of s(a), it is possible to achieve 

the necessary amplitude distribution in the focuser 
aperture over a coordinate line r(o,y/0). The 
amplitude in the perpendicular direction (coordinate 
lines r(<70,\i/)) can be corrected by the pattern of 
the sources arranged on the FL. However, it is 
necessary to keep the following restrictions: a) 
|S'(<T)| < 1, b) the extreme cones of the FL should 
touch the boundary of the reflector. 

Fig 3 presents the example of FHA with two 
planes of symmetry. (The FL is arranged in the 
section presented in Fig.3). To describe the system, 
the following parameters are chosen: the complete 
size D of the reflector in the plane of scanning, the 
size Do of the excited zone of the reflector ( it 

Fig.3 

defines the antenna beamwidth), the size d of the FL for the hole reflector, the size do of the feed array, the 
depth L of the antenna, the current angle 8 of observation, the angle Go of beam steering. 

For simplicity, in this paper, we chose a linear function co(a) and the appropriate value of s(a) 
is determined by integration of equation (1). As a model of feed, we consider a linear array of 
rectangular waveguides with uniform excitation (/(<T) = const). 
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3. Simulation of patterns and analysis of beam steering capabilities 

Simulation of the FHA radiation pattern and gain has been implemented by the use of physical optics. 
Fig. 4 shows the dependence of antenna gain on the angle of beam steering. The feed array length d„ is the 
parameter of presented curves. It defines the focuser geometry and the number of elements in the feed 

array. The upper curve corresponds 
to the system with a parabolic 
cylindrical reflector. The lower one 
corresponds to the standard system 
with axisymmetric parabolic 
reflector. In the latter case, the 
scanning is carried out by a 
transverse displacement of the feed 
from the paraboloid focus. 

Fig 5 shows typical changes of 
the antenna pattern under the beam 
steering. These patterns correspond 
to curve 5 in the left part of Fig 4. 
Fig. 5 illustrates patterns for two 
cases: a) the beam is located at the 
center (Go = 0) of the scan coverage, 
b) it is located at the edge (90 = 8°) 
of the coverage. 

As we can see, in the plane of 
beam    steering,    there    are    no 
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Fig. 4 

significant changes of the pattern shape. Vice versa, in the cross plane, the side lobes level increases with 
increase of 60. The deterioration of the FHA characteristics is stipulated by two factors. The first one is the 
spillover. Due to this factor, the maximum angle of beam steering is determined by the margin of the 
reflector flare angle (Fig.l). The second factor is occurrence of the phase errors in the antenna aperture for 
a deflected beam. The errors appear because the reflector focuses a plane wave precisely in a line only for 
one chosen direction. Thus, the antenna forms exactly a plane wave only for one direction of the beam. 
For an inclined beam, the wave will not be plane. This effect becomes stronger by increasing the reflector 

depth L/D and size DA. 

a) 
patterns in the plane of scanning patterns in the plane which is 
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«wo-,   G,dB «mnmg 
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The curves in Fig. 4a 
correspond to focusers with 
L/D = 0.45. In this case, a main 
factor limiting the beam steering is 
occurrence of phase errors in the 
antenna aperture. In the second 
family of curves (right part in Fig. 
4b), focusers have the lager L 
(L/D = 0.9) and small margins of 
the flare angle, thus the beam 
steering is essentially limited by 
the spillover. 

With other things being equal, 
the smaller is the focuser curvature 
in the plane of scanning, the 
greater is the beam steering 
coverage. In other words, the 
closer   is   a   focuser   shape   a 
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parabolic  cylinder,  the  greater  is  its  beam 
steering capabilities. 

In Fig.6, gain/steering angle-behavior for two 
systems with similar beam steering capabilities 
is presented. First one is the FHA with doubly 
curved focuser, the second one is the FHA with 
parabolic cylinder. We can see, the system with 
focuser must have larger size of reflector than 
appropriate system with the parabolic cylinder. 
However the length of the feed array and the 
number of elements in it is less than in the 
system with a parabolic cylinder. In the case of 
HPBW=1.2° (Fig. 6a), control efficiency is 
vF = 2.6 for the system with parabolic cylinder 
and Vc =4.1 for the FHA (EUF profit is 1.6). 
For the HPBW = 0.3° (Fig. 6b), 
VF = 3.6, Vc = 8.8 (EUF profit is 2.7). 

Fig.6        e0, degrees 4. Conclusions 

In this paper, the approach to synthesis of 
FHA for limited field of view in one plane is developed. From the considered examples, it can be seen that 
in the case of limited field of view, the FHA allows to appreciably reduce the feed array size and the 
controlled element number as compared with the HA with parabolic cylindrical reflector. 

The considered approach to FHA synthesis can be generalized in several directions: a) offset system 
with no blockage, b) dual-reflector system with ordinary (commercial) main parabolic reflector and a 
small focuser-subreflector, c) HA with a divergent reflector for extended field of view, etc. 
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Abstract 

Conformal arrays offer a maximal sensor surface area 
for a given platform which in turn provides larger array 
aperture and array gain. When considering such an 
antenna for an airborne radar, the classical requirements 
for an electronically scanned antenna pattern remain, 
such as low sidelobe level and low cross polarization 
level for both sum and difference beams. This paper 
presents an iterative full polarimetric least-square 
synthesis technique for the optimization of the element 
excitations of an active conformal array antenna. The 
radiating elements are assumed to be dual polarized. 
Independent amplitude and phase controls are available 
to perform the power pattern synthesis, justifying the 
term of full polarimetric. For an array in its receive 
mode, the proposed method considers both the co and 
cross polarization components of the antenna pattern, 
making possible further array processing such as 
monopulse estimation. A few synthesis examples are 
presented for a parabololdal array, for the sum and 
difference channels. 

Introduction 

Conformal arrays offer a maximal sensor surface area 
for a given platform which in turn provides larger array 
aperture and array gain. When considering such an 
antenna for an airborne radar, the classical requirements 
for an electronically scanned antenna pattern remain, 
such as low sidelobe level for both sum and difference 
beams. The sidelobe level is particularly important in 
look down search mode and terrain mapping. Reduced 
electronic countermeasures (ECM) susceptibility 
requires also very low receive pattern sidelobes on sum 

and difference channels and substantial improvements 
in tunable bandwidth. 

In the design of electronically scanned conformal array, 
problems arise that are different from those regarding 
arrays on planar surfaces. The gain of conformal arrays 
changes as a function of the scan angle, and also 
depends on the part of the radiating structure that is 
visible from the far field at the beam pointing position. 
The polarization in the far field changes as a function of 
the scan angle for radiating elements whose polarization 
is fixed with respect to the surface of the antenna. Sum 
and difference patterns become sensitive to the incident 
polarization. 

The array synthesis problem for conformal arrays is of 
importance and a large number of papers have been 
devoted to it. The method presented in [1] essentially 
consists of a direct and inverse Fourier transform. It is 
therefore computationally very efficient for two 
dimensional planar arrays with regular lattice. But this 
well known Fourier transform relationship breaks down 
in the case of conformal arrays. Bucci extended its 
work to the general alternate projection approach for 
the synthesis of conformal arrays in the three 
dimensional and fully vectorial case [2,3]. This method 
is based on the determination of the intersection 
between two suitably defined sets by means of an 
alternate projections method. Recently, Vaskelainen 
presented a new array antenna synthesis method, called 
virtual array synthesis method [4]. This technique, 
which minimizes the integral of the squared difference 
between the array factors of the real array and a virtual 
array, can also be used for 3D conformal array with 
further developments. 

The large number of available methods are essentially 
different in their choice of the cost  function and the 
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algorithm used for its minimization. The basis of the 
method presented here is to set up the problem as a set 
of linear equations describing the electric field, and 
then solve for the excitation which produces a far field 
close to a desired far field. The presented method 
namely takes advantage of the least squares and the 
projection methods and proposes a conformal array 
synthesis in a full polarimetric case. 

Problem formulation 

When an electromagnetic wave with a complex 
polarization ratio illuminates a target, the complex 
polarization ratio of the scattered signal, in general, 
changes. This change of polarization states represents 
the characteristic properties of the target as expressed 
by the matrix S, in an orthonormal polarization basis. 
The scattered field from the target R is related to the 
incident field T transmitted via the transmit antenna by : 

\Ko 1 _ I Sco.co      Sco,cr I f Tco 1 
lArJ      [ßcrto       Scr^JtXrJ (1) 

The scattered field R = \Rco    R^ J is now considered 
as incident field on the receive antenna. We define the 
polarization basis in such a manner that Tcr is always 
zero, i.e. the transmitted polarization is one component 
of the selected basis. 

Consider an array of N discrete elements arranged 
arbitrarily on a conformal surface. Suppose that the nth 
element antenna is located atxn,yn and z„ in a 
rectangular coordinate system. Each radiating element 
has two accesses associated to two orthogonal 
polarizations. These two polarizations are supposed to 
be axial (parallel to the antenna vertex) and 
circonferential and we denote the complex excitation of 
the axial and circonferential polarization of the nth 
element by wn and on respectively. 

The radiation pattern of a general antenna array in the 
direction of the unit vector r can be written in the 
general form: 

mv)=n _ , k..     (2) 
Ho.-igf'-.R^+gr.R^y^ 

where rn is the position vector of the nth element, u and 
v are the classical spherical coordinates for the sampled 
direction, figure 2. 

M = sin#.cos^   v = siri0.sin0 

The subscript A and C represent the set of the elements 
axially and circonferentially polarized respectively. k0 

is the wave number and g^'co is the gain of the nth 
circonferentially polarized element in the direction of 
the unit vector for the co-polarization. Identically, g^,cr 

is the gain of the nth circonferentially polarized element 
in the direction of the unit vector for the cross- 
polarization. 

(2) can be rearranged as follows : 

F(u,v)=      ';' x (3) 
^.s(^..^+o,.gry*o'? 

We note that the complex envelop of the signal at the 
beamformer output depends on the target properties via 
the Rco and R^ values. Making this signal envelop 
independent of the incident polarization leads to nulling 
one term in (3) or at least to reduce that term to a 
negligible value for all the direction samples. We 
decide here to nulling the cross polarization component. 

(3) can be easily written in matrix form. 

F=XK (4) 

with 

** = 
rs

c>c>,,v,).<A^ (gt'-iuj^.e^n 
LlF(";,v,.).e^' I g^(t/,,v,).eJW J 

X relates all the elements gain to all the field sample 
points and K is the bipolarization excitation vector 
[wx ...Wx^ ...oN\ of the array. 

The number of rows in X is twice the number of field 
points (each field point has a co and cross polarization 
value) and the number of columns equals twice the 
number of elements. (4) can be solve in the least 
squares sense with: 

K=(XHX)l(XHD) (5) 
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Note that there is nothing in this formulation requiring 
the elements to be equally spaced or requiring identical 
elements. The destination vector (or required pattern) D 
is defined as: 

virtual eflMcal planar array 

Z)=[?(Wy,v,.)   0(W„v,.)J (6) 

f(u,v) represents the pattern to be synthesized in the 

co-polarization and 0 represents the cross-polarization 
components to reduce to a minimum value. 

The pattern requirements can be generally defined by 
choosing a mask, i.e. a couple of functions, say Ml and 
Mu, such mat the pattern must lie in between. Typical 
masks are shown in figure 1. Note that this illustration 
here concerns the co-polar component only but the 
mask should be also defined for the cross-polar 
component 

Mu 

n 

fwmwi 
Ml 

mwm\ 
Figure 1 - Pattern requirements with masks 

The shape (beamwidth and sidelobe level) of the co- 
polarization pattern should be very carefully selected to 
warrant the convergence of the process. We chose to 
initially define a virtual elliptical planar array in the 
plane perpendicular to the steered direction, figure 2. 
The size of the ellipse can be defined by several 
projection strategies. The radiation pattern of this 
reference array is then computed applying a elliptical 
taper to achieve the desired sidelobe level. From this 
reference pattern is built the required pattern. This 
procedure warrants performing a synthesis with a 
destination pattern in (5) that can be physically radiated 
by the considered conformal array. 

direction 

Figure 2 - Virtual array definition 

For the pattern synthesis, the following iteration process 
can be used: 

1) Calculate matrices QfxJ1 and X" D 

2) Solve K from (5) 

3) calculate F from (4) 

4) Make the following projection 

fM„(B,jr) if \F<MA>MV{U,V) 
f(u,v) = \F{u,v)      if   Mi(«,v)<|F(«,v]|<M[/(u,v) 

[ML(u,v)   if   \F(u,vUML(u,v) 

5) Calculate new XH D (D=f) 

5) Calculate        the        new        error        function 
e = j\f(a)-D(ajl da    where    f(ct)    is    the 

a 
synthesized pattern and D(cc) is the required pattern. 
Q is the angular domain where f>D. 

6) If the error function is not small enough return to 
step 2 

Synthesis examples 

The following synthesis examples demonstrate that the 
iterative least-squares method can be effectively used to 
synthesize doubly curved conformal arrays. The first 
example concerns a paraboloid with 162 bi-polarization 
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patches spaced at 0,5 X. The radius is approximately 3 
X and the antenna height is 1,5 k. The array is steered at 
8=20° and <p=30°. The sidelobe level requirements are 
set to -30 dB and -40 dB for the co and cross 
polarization components respectively, figure 3. 

Figure 4 gives the excitation coefficients to be applied 
for the axially and circonferentially polarized elements 
respectively. Figure 5 illustrates the convergence rate 
of the algorithm (left) and the difference pattern for the 
same antenna but obviously with different excitation 
coefficients. 

Conclusion 

A new technique for the synthesis of conformal arrays 
has been presented. This approach consists of an 
iterative least-squares algorithm. The originality of the 
method is to give a solution in the case of a doubly 
curved conformal array for the sum and difference 
channels. In the examples presented in this paper, the 
synthesis is relatively quick, requiring few iterations. 
This synthesis has been presented with linearly 
polarized elements. But mis method remains valid for 
any polarization basis. The problem formulation 
assumes mat each radiating element has two ports 
orthogonally polarized. Some ad hoc strategies could be 
found to reduce the number of active ports, therefore 
reducing complexity, cost and power consumption of 
the active antenna. 

Further developments at ONERA are currently 
considering array partitioning into subarrays and digital 
beamforming. 
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Fig 3 - Co and cross polarization pattern synthesized (sum channel) 
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Fig 5 - Convergence rate and co-polarization pattern for the difference channel 
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Introduction 

PACER (Phased Array Concepts Evaluation Rig) is an experimental, receive only, phased array that has been 
designed and built at DERA Malvern. The array operates at X band and has been constructed as a facility to support 
DERA research associated with the tri-national AMSAR airborne phased array demonstrator programme, [1], and 
other future generation phased array radar systems. PACER is a unique facility, and the flexibility of the design 
offers considerable scope for practical research into adaptive array signal processing and future research associated 
with advanced phased array concepts (wideband operation, RCS reduction, bistatic operation, element level 
digitisation approaches). To date, the array has been used primarily as a source of real phased array data for 
validation of adaptive beamforming techniques. This paper includes some detail of the design and build of PACER 
in addition to the results of adaptive array signal processing experiments to demonstrate jamming rejection and 
estimation of the directions of closely spaced sources. 

Array design 

PACER is a circular planar array of approximately 600mm diameter and comprises of 1171 microstrip patch 
radiating elements. The fully filled array face, as shown in Figure 1, allows consideration of many beamforming 
configurations. However, for cost reasons, the array has initially been configured such that control of only 64 of the 
elements is enabled. The 64 receive elements are located in the two central horizontal staves of the array, with the 
remaining 1107 unused elements being terminated with 50Q loads. The outputs of the 64 elements are combined at 
RF to form eight subarray channels. In the current configuration, the output of each of the subarrays is 
downconverted to an IF frequency of 8MHz, amplified, and then fed into a 12 bit analogue to digital converter 
(ADC) operating at a 40MHz clock frequency. The digitised data are transferred to a PC where they are mixed to 
baseband frequencies and stored for subsequent off-line adaptive processing. A schematic of the full processing 
architecture is given in Figure 2. The subarray configuration employed in the initial adaptive beamforming 
experiments is shown in Figure 3. Note that the subarrays are of unequal size in order to suppress grating lobe 
effects that may occur due to spatial undersampling. Further details of the array design are given in [2]. 

Calibration and control 

To calibrate the array, a low level RF signal was injected into each of the receiving elements in turn using a probe 
accurately positioned on the array face. The probe was lowered into direct contact with an element by a small 
actuator in a manner that ensured no unwanted coupling into adjacent elements. The calibration proved to be a major 
undertaking, with the 6 bit amplitude and phase control implying 4096 settings for each of the elements. Three 
frequency settings were chosen for the calibration, giving a total of 786,432 (4096x64x3) measurements. Phase gain 
maps for each element channel were produced. Calibration beam patterns for the array were then obtained by 
selecting the amplitude and phase settings for each element that were situated closest (in the complex plane) to the 
required settings. Beam patterns derived from the calibration values were compared with theoretical patterns that 
assumed perfect amplitude and phase control, and extremely good agreement was generally achieved (see [2]). 

PACER is controlled from a PC running Lab View ® software. Virtual Instruments (Vis) have been written to 
control each of the elements. By selecting the appropriate "buttons" on the computer screen display, each attenuator 
and phase bit of any of the elements within a quadpack box can be switched on or off. Each quadpack of elements 
has been evaluated and tested by connecting to an HP 8510C network analyser via a switch matrix. The correct bias 
for the required gain was set, and each of the six bits of the phase shifter and attenuator chips were tested. 

Digital adaptive beamforming experiments. 

Prior to adaptive beamforming, experiments were performed to assess the level of the subarray channel mismatch 
errors, and to determine the resulting limit on the jammer cancellation. The errors were estimated using data 
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collected for a strong far field test source located at array broadside. The frequency of the source was varied in 
1MHz steps across a 20MHz bandwidth. Amplitude and phase responses were measured at each frequency, for each 
subarray, using a vector voltmeter. After 'normalisation' to account for fixed amplitude and phase mismatches 
between channels, an 'ideal' response was defined by taking the average of the eight subarray responses at each 
frequency across the 20MHz bandwidth. The RMS amplitude and phase errors were then derived from the deviation 
of the actual subarray responses from the synthesised 'ideal' channel. This process revealed RMS amplitude and 
phase errors of 0.2dB and 2.5 degrees respectively. Assuming a single sidelobe jammer, and errors that are 
uncorrelated between channels, an estimate of the maximum achievable cancellation, C, in dB can be obtained from: 

c.-,o,„g,0{E!±£i} (1) 

where ä is the RMS relative amplitude error, ^ is the RMS phase error and N is the number of adaptive channels. 
Substitution of the channel mismatch values of 0.2B amplitude and 2.5 degrees phase error into equation (1) leads to 
a cancellation value of 35dB. However, taking into account the sidelobe suppression already obtained with the 
conventionally weighted beam, jammer cancellation of around 20dB should be typically achieved with PACER. 
Cancellation in excess of this can be achieved applying equalisation filters at each subarray channel in order to 
modify the responses to more closely match that of the 'ideal' channel. 

A number of adaptive beamforming experiments involving both mainlobe jamming and sidelobe jamming have been 
carried out with the PACER array. This paper concentrates on results of sidelobe jamming experiments involving 
two noise sources operating over a 2MHz bandwidth. The noise sources were located at angular separations of 21 
degrees and 40 degrees from a pulsed CW signal, with a 1% duty cycle, situated at array broadside. The frequency 
of the transmitted signal waveform was offset to simulate a target Doppler frequency equivalent to half the pulse 
repetition frequency. The adaptive weights were calculated directly from the data using the SMI (Sample Matrix 
Inversion) algorithm. From comparison of the outputs obtained with conventional and adaptive weighting it was 
discovered that approximately 18dB jammer cancellation had resulted from adaptive processing. It should be noted 
that this level of suppression was achieved without performing channel equalisation and in the presence of severe 
multi-path from neighbouring buildings. The results of applying range-Doppler processing to the beam outputs are 
shown in Figures 4, 5 and 6. In the conventional output, in Figure 4, the signal is obscured by the jamming signal 
that is present throughout the entire range-Doppler detection map. In the adaptive output, Figure 5, it is clear that 
adaptive processing has led to significant suppression of the jamming, rendering the target detectable. For 
comparison purposes, the conventional output in the absence of the jamming is shown in Figure 6. The signal to 
noise ratio estimated from the adaptive beamformer output following range-Doppler processing was 20.9dB. For the 
jamming free conventional output shown in Figure 6 the estimate of the signal to noise was 29.3dB, showing that, 
despite leading to a significant improvement, the adaptive beamformer is still 8.4dB short of the ideal performance. 

The results indicate that channel mismatch errors and multipath have limited the jammer suppression. These effects 
can be reduced significantly using wideband adaptive processing methods that utilise an adaptive tapped delay line 
architecture of the type considered in [3]. This type of processing effectively performs an adaptive equalisation of 
the subarray channels during the beamforming. To investigate the effectiveness of the approach, the data was 
processed using four taps per subarray channel. As the response of the beamformer is now frequency dependent, "all 
pass" constraints of the type detailed in [3] were implemented in order to maintain the gain to all signal frequencies 
at the look direction. The range-Doppler map that resulted is shown in Figure 7. The estimated signal to noise ratio 
was 25.3dB, an improvement of more than 4dB over the narrowband result. 

The results of applying digital beamscanning, MUSIC, [4], and Capon, [5], direction of arrival determination 
algorithms to the sidelobe jamming data are shown in Figure 8. Poor performance is achieved using digital 
beamsteering at the subarray level due to the resultant high sidelobes. In contrast, peaks accurately located at the 
jammer source directions can clearly be seen in the MUSIC and Capon azimuthal power spectra. However, there are 
many other peaks due to weak grating lobe effects and multipath. In particular, the peaks at +13 and +30 degrees 
have been found to be due to grating lobes associated with the chosen subarray design. Better direction finding 
performance can be achieved for sources located within the mainlobe regions of the subarray beams. Figure 9 shows 
MUSIC spectra for two sources located close to array broadside with 1.4 degrees azimuthal separation. In this case, 
the two signal peaks are clear and there is far less evidence of grating effects than in the sidelobe jamming scenario. 
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Conclusions. 

PACER is an experimental, receive only, phased array that has been constructed in-house at DERA Malvern. To 
date, the array has been used primarily as a facility for collecting multi-channel signal data for validation of adaptive 
phased array signal processing techniques. This paper has provided brief details of the array design together with the 
results of initial adaptive array signal processing experiments. The experiments have demonstrated successful 
rejection of sidelobe jamming, and it has been shown that wideband adaptive processing can help to compensate the 
effects of multipath and channel mismatch errors to significantly improve the jammer suppression. Results have also 
been presented that show accurate estimation of the directions of arrival of closely spaced signal sources via spatial 
super-resolution techniques. The direction finding techniques work well for sources located within the mainlobe of 
the individual subarray beams, but, due to grating lobe effects, the methods are not very reliable for sources lying 
within the subarray beam sidelobe regions. The PACER array has recently being upgraded to support 128 receive 
elements, and it is planned to perform further experiments with planar array configurations with an increased 
number of digitised channels. Although the array is currently being used to support adaptive beamforming research, 
the flexibility of the design ensures that there is the potential for future practical research into other advanced phased 
array concepts (e.g. RCS reduction, bistatic operation, wideband operation, element level digitisation). 
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Figure 3: PACER receive elements and subarray partitioning. 

Figure 4: Conventional beamformer range-Doppler map, 
sidelobe jamming scenario 

Figure 5: Adaptive beamformer range-Doppler map, 
sidelobe jamming scenario. 
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Figure 6: Conventional beamformer range-Doppler 
map, no jamming. 

Figure 7: Wideband adaptive beamformer range- 
Doppler map, sidelobe jamming scenario 
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ABSTRACT 
APAR, an acronym for Active Phased Array Radar, is a Canadian-Dutch-German program. APAR 
underlies the MFR scenarios within the NATO Anti-Air warfare System (NAAWS), in which all three 
partners have been co-operating. The system integration and testing of the engineering and development 
model (EDM) at factory has been concluded. The calibration of the antenna unit in the an-echoic test 
chamber has been a major activity, which provided new insight into the behaviour of the antenna during 
the calibration process. 

1.   INTRODUCTION 

APAR is an active I/J-band multifunction radar (MFR), which will be part of the AAW-system on the 
German F124 and Dutch LCF frigates. Within this system APAR is responsible for weapon control 
support, multitarget tracking of air and surface targets, as well as for detection and tracking of sea- 
skimming and high diving missiles. A full description of APAR capabilities can be found in [1]. 
Recently the design phase of APAR has been finalized with succesfull factory acceptance tests of the 
Engineering Development Model (EDM). Series production models are exact copies of the EDM with 
an improved TR-module noise figure, such that the EDM is de facto the first of series production. 
APAR consists of four independently operating non-rotating active phased array antennas. Each antenna 
consists of more than 3000 waveguide radiators and MMIC-based TR elements. These antennas are 
designed to have a wide scan range (upto 70 degrees from antenna boreside) for full 360 degrees 
coverage, fast electronic beam steering to support search functions and simultaneous tracking of 
hundreds of targets, a large frequency bandwide (upto 30%) to avoid horizontal fading due to multipath 
effects for low elevation targets, and ultra low sidelobes for accurate search and track as well as for a 
low jammer susceptibility. To maintain the low sidelobe level, an on-line calibration procedure is 
implemented. 
The design of the antenna was started several years ago. Design features regarding the passive 
waveguide array, such as scan performance in relation to mutal coupling, as well as polarization and 
element position errors are discussed in [2]. Properties and performance of the active TR elements are 
presented in [3]. The emphasis in this paper is on the calibration of the combining and dividing RF 
networks including the active TR elements since the calibration accuracy is directly related to antenna 
parameters as sidelobe level and directivity. 

2.   ANTENNA ARCHITECTURE AND CALIBRATION PROCEDURE 

The APAR waveguide array uses a dielectric sheet for wide angle impedance matching (WAIM sheet). 
Each waveguide radiator is connected to a TR element, which comprises of a sum channel and a 
combined transmit/delta elevation channel [3]. These channels are connected to separate column 
combiners. Electronic scanning and computation of special beamtypes is done using distributed 
beamsteering computers (BSC) on each column assembly, which are quickly accessible for replacement 
or maintenance. In receive mode the column outputs are combined once more using additional 
rowcombiner networks. For the sum channel a so-called combined combiner is used that leads to coupled 
sum and azimuth channels, thereby allowing for two i.s.o three independent channels per TR element. 
Together with the elevation channel, these channels form a phase-comparison monopulse antenna. In 
transmit mode signals from the waveform generators are distributed to the combined transmit/elevation 
channel using a separate row combiner and the elevation combiners. 
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Figure 1. Schematic view ofAPAR RF network layout 

Alignment of all RF paths is done in two steps, an off-line calibration that has to be performed only once 
at Signaal's Compact Antenna Test Range (CATR), and an on-line calibration that can be performed 
regularly on board of the ship. During the off-line calibration transfers are measured for both plane wave 
incidence and for testpulse injection. The latter implies that a pilot tone is injected into each waveguide 
element using special testpulse waveguides that are also a part of the waveguide array. The ratio of these 
two transfers, referred to as the array parameter, does not include RF common paths with their active 
components, and is therefore considered to be stable over the life time of the system. On board of the 
ship the testpulse calibration is repeated and the array parameters are used as a reference to the CATR 
plane wave. This on-line calibration is repeated regularly to counter temperature and/or aging effects of 
the TR elements and RF networks. 
The total error budget, after calibration, consists of a number of contributions of which TR-element 
errors are most dominant. The antenna design is such that sidelobe level requirements are in compliance 
with the total error budget, provided that all errors have a random nature. These design constraints are 
based upon results on several APAR prototypes, where only a limited number of elemets are used. The 
EDM tests have been the first occasion to measure calibration performance and pattern results using the 
full waveguide array. It was found that reflections at the output of the TR-elements (network side) can 
lead to periodic perturbations over the entire waveguide array. Such correlated effects can lead to 
undesired high sidelobes. This phenomenon together with solutions to reduce the sidelobe level is 
discussed below. 

3.   CALIBRATION ERRORS DUE TO TR-ELEMENT REFLECTIONS 

When a radar pulse is transmitted all elements are set to receive mode. This is not the case during 
calibration since this is done in clusters (groups) of 16 elements simultaneously. Only these calibration 
elements are set to receive mode, other elements (referred to as non-calibration elements) are set to an 
isolate mode, which implies that there is no power to phaseshifters and variable gain attenuators, and that 
switches are set to 'middle' positions to minimize noise effects. The result is that these elements are 
poorly matched to the combining network such that large reflections occur (upto r2=-2dB whereas 
whereas r2<-10dB in receive mode. This affects the transfer function for a calibration element through 
the finite isolation of the column combiner, see Fig. 2, particularly if a calibration and a non-calibration 
element are connected through the last splitter stage of a column combiner. This effect can be diminished 
when elements are calibrated in pairs coinciding with the last and, to a less extend, higher splitter stages. 
Figure 3a shows the original cluster set. Elements in a specific cluster have the same gray tone. The 
elements are plotted in a 64x64 row/column notation. Note that there are currently no elements at the 
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outer comers of the array. A full array will be used for future tactical ballistic missile defense scenarios. 
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Figure 2. TR element reflections 

The number of elements that lie upon a single column combiner is plotted for each cluster element, see 
Fig. 3b. Per column combiner there can be 1 upto 6 elements, thus this set clearly does not include the 
'pairing' requirement. One can expect that the calibration results will suffer from TR-output reflections, 
particularly in case of an odd number of elements per column. This is tested by comparing pattern and 
calibration results using the orginal clusters with results obtained from a modified cluster set in which 8 
adjacent top-down elements on a single column combiner are calibrated at the same time. 
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Figure 3. (a) Original cluster set, (b) number of elements per column combiner. 

This assures a good output termination for the calibration elements. The relative amplitude and phase 
differences between the two calibration results are shown in Fig. 4. Only Sum channel is shown, similar 
results are obtained for the elevation channel. Clearly there is a strong correlation between the spatial 
distribution of errors over the waveguide array and the original cluster set depicted in Fig. 3. 
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Figure 4. Relative amplitude (a) and phase differences (b) between Sum channel calibration results for 
original and modified cluster sets. 
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Oscillatory behaviour is present in both vertical and horizonal directions, however the most dominant 
effect is expected in the vertical (E-plane) direction. 

Figure 5a. shows the measured E-plane antenna patterns for the original and modified cluster. A large 
broadening is present near the main lobe when the original clusters are used. This broadening is 
consistent with the period of the spatial oscillation. This effect is less pronounced in the H-plane pattern, 
as expected. In Fig. 5b the E-plane pattern is compared to a simulated pattern in which the ratio of the 
for mentioned calibration results is superimposed upon the desired waveguide taper. Particularly near 
broadside the results are in good agreement. This implies that the errors induced by TR-reflection 
dominate over all other error sources. 
To minimize these TR-element induced waveguide ripples one must clearly improve the matching 
between the TR-elements and the column combiners. This is done successfully by changing the control 
words of the TR-elements asics, in combination with new clusters that include the fore mentioned 
'pairing' constraint. 

(a) (b) 

Figure 5. (a) Measured E-plane patterns using the original clusters (solid line) and modified clusters 
(dashed line). The dotted line corresponds to an idealized simulation, (b) Measured pattern using the 

original clusters compared to a simulation where the ratio of the transfers belonging to each cluster set 
is superimposed upon the ideal pattern. 

4.   CONCLUSIONS 

It has been shown that the calibration performance depends strongly on a good matching between the 
TR-elements and the receive network. Ill-matched (non-calibration) elements can lead to undesired 
perturbations that extent over the waveguide face. The structure of these perturbations depends on the 
cluster set that is used. Improved matching was achieved by modification the software control of the TR- 
element components such that all non-calibration elements are set to receive mode with the lowest 
attenuation setting. 
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Abstract: Horizon searches are particularly challenging for the defense of ships. The proposal 
calls for the array to be located on the deck of the ship and the generated powers are directed 
toward the ship's horizon with the aid of lightweight frequency selective surfaces, FSSs located on 
a high mast. The receive array consists of a circular array populated with wideband antenna 
elements capable of operation over a 3:1 frequency range while the transmit array is a linear array 
of elements followed by high power microwave power modules, MPMs. The proposal meets the 
requirements for horizon searches. 

1 INTRODUCTION 

While the surveillance volume of a shipboard radar system is hemispherical, horizon searches are 
important and particularly challenging. The threats imposed by missiles travelling at low elevation 
angles to ships are widely known. An Exocet missile for example can fly at an altitude of 2m above 
sea and the range at which the missile is in view from a ship is relatively short, typically 10-12 nmi 
[1]. 

Radars operating at S-or C-bands positioned at high masts above the ship's deck have relatively 
wide beamwidths which allow the systems to receive the direct as well as the indirect reflections 
from the target. Thus to a first approximation an interference pattern effectively prevents the radar 
from deriving the missile's position. Similar arguments hold for missiles travelling close to the 
ground and toward a high value asset. 

The requirement for shipboard radars having significant power-aperture products 
results because the missile's radar cross section, RCS, is low and the propagation path losses are 
significant near the surface of the sea. 
The last requirement for shipboard radar to have a large instantaneous fractional bandwidth e.g. 
25% or larger is based on detailed considerations outlined in reference [1]. The important attractors 
of an ultrawideband radar are high range resolution and clutter rejection while its vulnerability to 
electronic counter measures, ECM has been acknowledged [1]. 

The requirements of a shipboard radar system performing horizon searches therefore are (i) 
Narrow beamwidth; (ii) High power-aperture product, (iii) Wide instantaneous bandwidth; and (iv) 
ideally continuous surveillance, ensuring no observational gaps exist. 
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2 THE PROBLEMS 

Current multifunction radars cannot meet requirement (iv) because horizon searches are undertaken 
on a time sharing basis with other radar functions. As the timelines for the other radar functions 
increase, the time devoted to horizon searches necessarily decreases. 
Let us assume that the system uses an active phased array using monolithic microwave integrated 
circuits, MMIC-based T / R modules. Wide-band modules operating from the upper C-band 
through to X- and Ku-bands can yield output powers of the order of a few Watt [2]. At higher 
frequency bands, the available power from MMICs operating over wide bandwidths is even lower. 
Tube-based amplifiers / oscillators on the other hand can deliver substantial powers at cm and mm 
wavelengths. 

If a single aperture radar system is used in conjunction with a high power tube transmitter, the 
advantages offered by active phased arrays of graceful degradation and muftibeaming are not 
attained; however such a system has been used to derive valuable experimental data [3]. The 
transmitter used by the reported system was a Russian-designed relativistic backward beam 
oscillator, BWO, capable of generating 500 MW with a pulse duration of 5 nS [3]. 

If requirement (ii) is to be met, heavy active phased arrays using tube-based amplifiers are required 
to operate at high masts, an unattractive proposition. The system's frequency of operation can be 
as high as possible so long as high powers over a wide bandwidth can be generated. The frequency 
of operation however cannot be too high above 40 GHz, if excessive propagation attenuation is not 
tolerated. 

3 THE PROPOSAL 

The microwave power module, MPM, is the ideal transmitter for active phased arrays designated 
for this application because it can generate significant power levels over wide bandwidths. In Table 
1 we listed the pertinent electrical and physical characteristics of the Hi-band (array) and 
millimeter MPMs, manufactured by Northrop Grumman [4]. As can be seen the modules offer 100 
W over a bandwidth extending over the 6-18 GHz and 18 to 40 GHz bands respectively. However, 
if the XI2 criterion is to be adhered to, the physical dimensions of the MPMs preclude them from 
use as modules in planar arrays; here X is the shortest wavelength of operation. Similarly only the 
Hi-band (array) MPM can be used as a module for linear phased arrays. 

Table 1    -       The essential characteristics of two Northrop Grumman MPMs [4] 
Critical Parameters Hi-band MPM (array) Millimeter MPM 

18-40 
100 
50 
13 
30 
270 
8x 3.5 x 0.8 
22.4 
1.2 

Frequency [GHz] 6-18 
Nominal Output [W] 100 
Sat. Gain [dB] 65 
Noise Figure [dB] 13 
Efficiency [%] 30 
Prime Power [V] 270 
Length, width and height [in] 6x 4 x 0.32 
Volume [in3] 7.7 
Weight [lb] 1.2 
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For the purposes of this paper, we shall assume that the Hi-band (array) MPM is used as a 
transmitter for a linear transmit array, that illuminates the ship's horizon. If however the physical 
dimensions of the millimeter MPM change in the future so that the X12 criterion is satisfied, it can 
be used as module of a linear transmit array. 

One MPM 
and antenna 
element 

Figure 1-The geometric area of the receive 
and transmit arrays of the proposed 
phased array radar system 

Figure 2-The FSSs that direct the 
generated powers to the ship's 
horizon's on either side of the ship. 

In figure 1 we illustrate the receive and transmit phased arrays. The receive array is a circular 
planar array mat generates independent and instantaneous beams that fill the transmit footprint 
along the ship's horizon over the 6-18 GHz frequency range. The antenna elements of both arrays 
can be tapered slotline antennas in the form of 'bunny ears' [5]; it has been demonstrated that these 
antennas can easily operate over a 3:1 frequency range. As the antennas are thin and flat, their 
usage in linear arrays does not represent any geometric problems. 

The remaining issue of supporting a heavy phased array on the ship's high mast is resolved by the 
arrangement illustrated in figure 2. The phased array lies flat on the ship's deck and the lightweight 
frequency selective surfaces, FSSi and FSS2 are located on top of a high mast. As the support axis 
of the FSSs is aligned with the ship's long axis of symmetry the transmitted powers are directed 
toward the ship's horizon. With this arrangement, the heavy phased array is located at the ship's 
deck and horizon searches on either side of the ship can be undertaken. We have selected the 
frequency bands 7.78-10 and 14-18 GHz to be transmitted on a pulse to pulse basis and the 
transmitted / received frequencies in GHz as a function of time for the two FSSs are shown in 
Table 2. The sum of ti and t2 is equal to the period of the pulse of the radar, T and the 
instantaneous fractional bandwidths are approximately 25%. Even if we assume that the diameter 
of the area occupied by the receive / transmit arrays is 2m, the Rayleigh distance ( 2D2/X.) is 
207.8m at the lowest frequency of operation. FSSs having the same diameter at a height of say 10 
to 20m will therefore be well within the Rayleigh region on the system. 
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Table 2. The transmitted / received frequencies 
in GHz as a function of time. 

FSS! ti t2 Next 
pulse ti 

Next 
pulse t2 

Tx 7.78-10 14-18 
Rx 7.78-10 14-18 

FSS2 7.78-10 
Tx 14-18 7.78-10 
Rx 14-18 

The attractors of shared apertures having separate receive and transmit arrays, are outlined in 
reference [6]; the main attractor being the complete breakage of the nexus between the surveillance, 
tracking and the other important radar functions. Other transmit arrays, not shown in the figure can 
therefore be used for the system to perform the remaining radar functions. 

CONCLUDING REMARKS 

The structure of the proposed system is robust and can deliver high powers over wide bandwidths. 
Furthermore continuous monitoring of the ship's horizon is afforded by the proposed system and 
the long integration times improve the system's sensitivity. Lastly, the longer integration times over 
two different frequency bands and when the system's instantaneous fractional bandwidth is 
approximately 25 % enhance clutter rejection. 

If increased transmit powers are required, each array antenna element can be fed by two or more 
MPMs connected to each antenna element via equal lengths of low-loss transmission lines. Apart 
from the FSSs, the MPMs are readily available and the antenna elements can be easily realized. As 
the arrays are on the ship's deck, relatively large arrays can be used. 
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A UHF Wide-Band SAR Antenna* 

J.J. Lee*, S. Livingston, R. Sauer, G. Crandall, 

Raytheon Systems Co. 
R2-V518, PO Box 902, EL Segundo CA 90245 

jjlee8@west.raytheon.com 

1. Introduction 

This UHF wide band antenna was developed for DARPA's Synthetic Aperture 
Radar (SAR) applications. The small array could be mounted at the belly of an 
aircraft (Figure 1). The operating frequency covers a 4:1 bandwidth. The antenna 
including the feed and a contoured ground plane was designed to fit in a shallow 
radome (50 cm x100 cm x100 cm). The depth of the radome is only one quarter 
of a wavelength at the low end of the UHF band. The small volume imposes a 
severe constraint in the electrical design and the packaging of the antenna, 
which is required to produce an EL beam pointed at 30 degree depression angle 
from the horizon (60 degree from the nadir). 

The 3 dB beam at mid-band is about 50 degree in both elevation (EL) and 
azimuth (AZ) planes. Since the beam is broad enough to cover a region from 10 
to 60 degree depression angle, no steering in the EL plane is required. 
Furthermore, the antenna must provide dual linear polarizations over a 4:1 
bandwidth with VSWR less than 2:1 over 90% of the band. With the beam peak 
steered to 60 degree from the broadside, it is equivalent to impose a wide scan in 
the EL plane. To suppress grating lobes at the high end of the band, the element 
spacing was kept less than 25 cm. This spacing is about one-eighth of a 
wavelength at low end of the band, which makes it difficult to match the input 
impedance of the antenna because the element is electrically small. 

2. Antenna Design 

To meet these stringent requirements, a small array as shown in Figure 2 was 
developed. The antenna consists of 4x4 elements for the vertical polarization (V- 
pol) and 3x4 elements for the horizontal polarization (H-pol). The V-pol has four 
elements printed on each slab, while the H-pol has three elements on each slab. 
These slabs were orthogonally interleaved to form a rigid "egg-crate" structure. 
The radiating element is a variation of the flared notch "bunny-ear" element [1,2]. 
Good impedance match over a wide band was achieved by feeding each 
element with a tapered quasi-TEM slot line [3], which transforms a 50-ohm input 
impedance to a 120-ohm radiation impedance. However, the length of the feed 
section was restricted by the radome depth, which sets the limit of the operation 
at the low end. 

The gain at 30 degrees depression angle was improved by tilting the elements 
towards the horizon. Figure 3 shows the locations and orientations of the V-pol 
elements in the slab before they were blended into a contiguous radiating 

* This work was supported by Defense Advanced Research Projects Agency. 
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aperture (Figure 4) with a CAD program. This geometry and the active element 
pattern previously measured were used as inputs to compute the radiating 
pattern of the V-pol slab. Figure 5 is a computed array pattern in the EL plane at 
540 MHz. 

To ensure that the main beam points to a 30-degree depression angle over a 
wide band, a true time delay beam-forming network was used. Feed lengths 
were chosen using impulse measurements, which determined the differential 
time delay of the signal at each element. This was achieved by transmitting a 
short pulse into the antenna from the far field, with the antenna broadside turned 
to 60 degrees from the line of sight with respect to the transmit horn. Based on 
these data, a cable assembly was built to match the time delay of the incoming 
pulse at each element for coherent combining. The feed network was mounted 
on the back side of a contoured ground plane, whose profile was shaped to direct 
the main beam to 30-degree depression angle. The feed and radiators can 
transmit more than 1500 W peak power 

3. Test Model 

To verify the design and reduce risk, a 1/3-scale antenna was built and tested. 
The scale model was also used to study the mechanical issues, such as 
packaging, rigidity, tolerance, form and fit. The antenna was tested in an indoor 
range using time gating to remove ground reflections and other scattering of the 
chamber. Data collected include input VSWR, E- and H-plane patterns, beam 
widths, bandwidth, feed loss and antenna gain. Other features characterized 
were cross-pol isolation, back lobes, and phase linearity over the wide band. 
Measured data agree with design parameters very well. Fabrication of the full 
size antenna is underway. These results will be reported in an upcoming IEEE 
AP-S Symposium. 
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Figure 1. A wide-band UHF antenna inside a shallow radome 
mounted at the bottom of an aircraft. 

Figure 2. The "egg-crate" antenna has 16 elements in V-pol 
and 12 elements in H-pol. 
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Figure 3. Geometry of tilted V-pol elements to form required EL 
beam (x, y dimensions in inch). 
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Figure 5. Computed EL beam (peaked at 30 degree depression angle). 
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A WIDE BANDTEM HORN ARRAY RADIATOR WITH A NOVEL MICROSTRD? FEED 

Eric L. Holzman 
Telaxis Communications Corporation, South Deerfield, MA 01373 

ABSTRACT 

We describe a TEM horn phased array radiator with a novel microstrip feed. Because the field profile in 
the TEM horn is uniform in amplitude and phase, multiple microstrip feeds can be inserted into a single 
radiator and their signals combined uniformly by the TEM horn; this particularly attractive feature makes 
possible low loss, wide band transmit power combining in the radiator rather than in the microwave 
module. Unlike Vivaldi notch and Tapered slot antennas, the TEM horn radiator field configuration 
resembles that of a rectangular waveguide radiator and should have high cross-polarization rejection. 
Using a commercially available finite element analysis tool, we have designed in detail a dual-polarized 
array aperture operating from 1 to 5 GHz using this radiator. The element spacing supports full quadrant 
scan over the entire band of operation with a predicted scan VSWR less than 3:1 up to 52 degrees in 
elevation. Our simulation predicts better than 25 dB cross-pol rejection in the principal planes. 

INTRODUCTION 

For ultra-wide band, quadrant-scan phased arrays, the selection of radiating element candidates is small. 
Many broadband antennas such as spirals cannot fit within the half-wavelength element spacing required 
for a phased array. Among the set of useable radiators, Tapered slot [1] [2] and Vivaldi Notch radiators 
are very popular because of their mechanical simplicity, but their cross-polarization rejection, 
particularly in the diagonal plane, is inferior to that of more narrow band waveguide radiators. An open- 
ended parallel-plate waveguide or Transverse Electromagnetic (TEM) horn antenna is inherently very 
broadband [3]. Its cross-pol rejection should be very high, since the TEM mode field configuration does 
not differ greatly from that of the TE   rectangular waveguide mode. 

A TEM horn antenna is formed by flaring the conducting walls of a parallel-plate waveguide in the 
direction of energy propagation. The throat dimensions of the horn are chosen to give a desired 
characteristic impedance, and the width and/or height increased to fill the phased array element lattice. 
Typically, exponential flaring over a half-wavelength at the lowest frequency of operation provides a 
good match to free-space. 

Parallel-plate waveguide is not compatible with the RF output ports of most microwave modules, which 
may use either coaxial or planar transmission lines such as microstrip. Consequently, a feeding structure 
is necessary to transition the module output to the TEM horn input. We have modified the waveguide to 
microstrip transition of van Heuven [4] to develop a novel microstrip feed for the TEM horn [5]. 

CONCEPT AND THEORY 

Figure 1 shows a single vertically polarized TEM horn antenna integrated with our microstrip feed. The 
radiator protrudes from a ground plane or metal faceplate typical of most phased array structures. The 
feed consists of a dielectric substrate with metal conductors on both sides. The mode of operation is quite 
simple. Consider a signal received by the TEM horn. Starting from the horn throat and moving left, the 
feed gradually rotates the vertically polarized, parallel-plate mode excited in the TEM horn 
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Figure 1: TEM horn with microstrip-to-parallel plate waveguide feed (not drawn to scale). 

into a horizontal-polarized microstrip transmission line mode, which runs through the faceplate to the 
microwave modules on the other side. Since the TEM horn electric field is uniform and vertical, the 
substrate can be placed parallel to any vertical plane. For example, the feed can be centered in the 
parallel-plate waveguide or placed on an edge as shown in Figure 1. At the faceplate, there is an abrupt 
transition in that the parallel plate waveguide becomes rectangular waveguide. All tangential fields must 
go to zero along the aperture narrow walls at this point to avoid a field discontinuity and a mismatch. 
Use of a high dielectric constant substrate, such as Alumina (er=10), insures that the electromagnetic 
field is concentrated in the substrate. Further, a high dielectric constant minimizes the length of the feed, 
which is about 40 percent of a parallel-plate mode wavelength at the lowest frequency of operation. 
With the substrate inserted in it, the parallel-plate waveguide is inhomogeneous, with its effective 
dielectric constant at the horn throat-end determined by the equation 

SttHa-t! 
teff a 

where t is the thickness of the substrate, a is the width of the parallel-plate waveguide, and we assume 
that the TEM horn is air-filled. The effective dielectric constant is continuously increasing as the RF 
energy propagates from the horn throat to the faceplate, where the mode becomes pure microstrip, and 
this phenomenon explains why the feed length is less than half a parallel-plate guide wavelength. As in 
van Heuven's transition [4], the height of the waveguide must change abruptly as we cross the horn to 
match the substrate-loaded feed and air-filled horn impedances. To minimize the length of the radiator is 
the primary design goal. However, there is a substrate length-to-height aspect ratio that gives optimum 
performance from the feed. So, as the feed length is increased to accommodate ever lower frequencies of 
operation, the height of the feed must be increased also. Another critical dimension is I (see Figure 1), 

the size of the gap between the ground plane metal and flared microstrip conductor on the opposite side 
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of the substrate. This gap cannot be much more than one half microstrip wavelength at the highest 
frequency of operation; otherwise, a highly reflective resonance will move into the upper end of the 
band. 

For transmit-only arrays, it would be advantageous to provide multiple inputs (channels) to each 
radiating element. We could then apply RF signals to a single radiating element that were phased 
differently (for multiple beams), at different frequencies (for multiple functions) or in phase at the same 
frequency (for power combining) without incurring the losses of a separate combining network in the 
microwave module. Towards this end, our radiator can contain multiple feed substrates as shown in 
Figure 2. We have verified the concept via simulation for the two-channel design shown in Figure 2(a); 
we get broad-band, uniform combining of the two input signals within the feed. 

FRONT (FREE-SPACE) 
VIEW 

FRONT (FREE-SPACE) 
VIEW 

(a) (b) 

Figure 2. (a) Two-channel and (b) three-channel, microstrip feeds in a TEM horn 

DUAL-POLARIZED ARRAY SIMULATION AND RESULTS 

We have designed a dual-polarized array aperture, operating from 1 to 5 GHz, using Hewlett Packard's 
finite element analysis software tool, High Frequency Structure Simulator (HFSS). We employ the 
waveguide simulator approach described by Eisenhart [6]. Figure 3 shows the aperture layout based on 
the geometry input to the HFSS software. To support our system concept, we use a square element 
lattice, rotated 45 degrees. The element spacing is selected to prevent the appearance of grating lobes in 
visible space at 5 GHz for a scan volume of +/-50 degrees in azimuth and -30 to +75 degrees in elevation. 
The TEM horn flares are 6 inches in length (half a wavelength at 1 GHz). At the horn throat, the 
parallel-plate waveguide is 200 mils high (abruptly changing to 170 mils on the feed side) by 400 mils 
wide, and the feed substrate is 25 mils thick, with a dielectric constant of 10.2. The distance t is 550 
mils. The distance from the faceplate to the TEM horn throat is 3.75 inches, about 0.4 wavelengths at 1 
GHz according to equation (1). Note that equation (1) overestimates the effective dielectric constant; the 
waveguiding structure is not strictly parallel-plate because its cross-section includes all the space in the 
array lattice. 

Using our HFSS model, we have generated scanned reflection coefficient data for the vertical 
polarization. Since the lattice is square, the performance for horizontal polarization is the same. Figures 
4 and 5 show the E and H-plane performance predicted by HFSS for the infinite array environment. We 
can evaluate cross-polarized performance with this array model by injecting a horizontally polarized 
signal into the array and calculating the output at the vertically polarized ports. In the principal planes, 
our model predicts better than 25 dB cross-pol rejection over the 1 to 5 GHz band. 
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Condor Systems, 2133 Samaritan Drive, San Jose, CA 95124 

Abstract 

Ridged parallel plate waveguide arrays are investigated by the mode matching and generalized scattering 
matrix method. It is shown that the arrays have good active match and wide scan performance in the E- 
plane over a very broadband. 

Introduction 

An accurate method of analysis is presented in this paper for the ridged parallel plate waveguide (RPPW) 
array shown in Fig. 1. The array is assumed to scan only in the E-plane. An infinite periodic array is 
assumed here. The various views of a unit cell are depicted in Figs. 2 to 4. The parallel plate element has 
a stepped center ridge for scan impedance matching from a 50-ohm feed line. The top walls are perfect 
electrical conductors while the sidewalls are magnetic. Ideally, the sidewalk should be phase shift walls. 
For E-plane scan, the sideWalls become 0° phase shift walls. We have investigated the modal spectral of a 
ridged parallel plate element with 0° phase shift sidewalls and one with magnetic sidewalls using the 
generalized transverse resonance technique. The cutoff wave numbers of the modes are found to be 
identical. However, the phase shift wall element possesses some additional asymmetrical modes, which 
are well below cutoff and should not be excited in a symmetrical structure. Therefore the accuracy of the 
proposed model with magnetic sidewalls would not be compromised. The magnetic side wall model has 
two distinct advantages in that the determination of the modes of the ridged element are much less 
computationally intensive and the modes need not be regenerated for a change in the scan direction. 
Results will be presented that will demonstrate that the RPPW array has very broad band properties and 
wide scan performance. 

Field Analysis 

There are three steps in the characterization of the unit cell. The first step is to obtain the orthonormalized 
mode vectors of the ridged parallel plate element. The cross section of the element is decomposed into 
rectangular regions as shown in Fig. 2. A magnetic wall for symmetric modes or an electric wall for 
asymmetric modes is placed in the center plane. Only half the waveguide structure needs to be 
considered. Mode potential function for the regions is chosen so that the resultant mode vectors meet the 
boundary condition of the walls. The field distribution within each region is represented by a series of 
harmonic functions with unknown coefficients. These coefficients are determined by matching tangential 
electric and magnetic fields along the common interfaces between regions. The resulting boundary 
equations are manipulated so that a homogeneous matrix equation involving only the coefficients of a 
single region is obtained. The homogeneous matrix equation is real and only has a solution if its 
determinant vanishes. This gives rise to a characteristic equation for the TE or TM modes. Roots of the 
characteristic equation are the mode cutoff wave numbers. Once a root is found, the unknown coefficients 
can then be obtained, giving a complete description of the particular mode. To complete the procedure, 
the vector modal functions are normalized and their orthogonality is checked numerically. As for the 
TEM mode, the potential function is represented by a series of harmonic and hyperbolic terms. In this 
case, the boundary equations will result in an inhomogeneous matrix equation where the coefficients of a 
region can be found. 
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The next step is to characterize the various step junctions between the RPPW sections and between a 
RPPW section and free space. The field distribution over the cross section of a waveguide is 
approximated by a series of incident and reflected mode vectors with unknown coefficients. For the free 
space section of the unit cell, the Floquet mode vectors are used to represent the field. The mode vectors 
are arranged in increasing order of their cutoff wave numbers. The number of modes to be used in each 
section is established by the convergence condition that the highest cutoff wave number of the 
approximating modes should be approximately the same. A mode matching procedure is then performed 
by matching the tangential electric and magnetic fields across the junction interface between two 
waveguide sections. This will yield two coupling matrix equations between the modes of the waveguides. 
Manipulation of these equations produces a generalized scattering matrix description of the junction. The 
mode coupling integrals are all performed in close form. 

The final step is to combine the generalized S-matrices of all the junctions and the in-between 
transmission lines in the unit cell to give an overall multi-modal S-matrix. 

Results 

The low frequency limit of a RPPW element is determined by its mismatch as can be clearly seen in Fig. 
11. Ideally, only the fundamental TEM mode of Fig. 5 can propagate over its operating band. The high 
frequency limit is set by the appearance of the higher order modes. The bandwidth property of a RPPW 
element is investigated by using a 50-ohm line section. The cross section dimensions are defined in Fig. 
4. The gap height, d, is plotted against the ridge width, s, for various element height, b, in Fig. 8 that will 
give a characteristic impedance of 50 ohms. All dimensions are normalized to the element width a. The 
first symmetric higher order mode is the TE20 mode where its E-field distribution is depicted in Fig. 6. Its 
cutoff wavelength, X^, is plotted against the ridge width s in Fig. 9. The first asymmetric higher order 
mode is the TE10 mode. Its electric field distribution is plotted in Fig. 7. This mode is typically not 
excited for E-plane scan and can only be excited as a result of manufacturing tolerances that destroy the 
element symmetry. Its cutoff wavelength, Xa, is plotted against the ridge width s in Fig. 10. The curves of 
Fig. 9 and 10 show that the cutoff frequencies of the higher order modes can be raised by increasing the 
width of the ridge. There is an optimum value of the ridge width for a given element width and height, 
beyond which the cutoff frequency then starts to come back in. One can also increase the higher order 
mode cutoff frequency by decreasing the element width. In avoiding the TE20 mode, the optimum ridge 
width is only weakly dependent on the element height. The same general behavior is also observed for 
waveguide section with different characteristic impedance. 

A stepped RPPW element, as shown in Fig. 3, was designed and optimized for a narrow ±15° E-plane 
scan and to operate over a 2.5:1 frequency bandwidth. No higher order mode is allowed to propagate in 
any of the sections within the operating band. The active match is plotted in Fig. 11 as a function of 
frequency for 0° scan and in Fig. 12 as a function of scan angle with frequency as a parameter. The 
element exhibits a worst case active return loss of -18 dB over the desired scan range and frequency 
band. As can be seen from the plots, this element is very broadband and can be re-optimized for a much 
wider scan with a small reduction in active match. The active E-plane element patterns are drawn in Fig. 
13, and within the scan range, they can be represented by a cos1/2 6 function. 

Conclusion 

A fast and accurate method has been developed to design RPPW arrays. The RPPW array element has 
shown to posses broad band and wide scan properties. 

446 



-f-— 

T n 
—•■--- 

-!--- 

^X 
fc ̂ ^3 

^^b 
Fig. 3 Ridged Parallel Plate Waveguide Element - Side View 

Fig. 1    Array of Ridged Parallel Plate 
Waveguide Elements - Top View 

Fig. 4 Ridged Parallel Plate Waveguide Section - Front View 

o 
—4"" — r~~r—-t 

i         i         i        i 
i         i         i        i 
i         i         i        i 

1 J i i * 11 i 
UIUUI 
niitnt 
t * 1 1 1 111 w i I t i 11 

Fig. 6 RPPW - Symmetric TE20 Mode 

Fig. 2 Ridged Parallel Plate Waveguide Element - Top View 

1—»—I \—1 <—*—{ 1  t  t ■ t  I  ttt'ttt'ttttt'M 
tttfftftfttttfTtt 
rt>ffff"tttttttttt 

"Ml 

t    f   f   s , 

\ \ t 
\ t I 
' * \ 
^4 

Fig. 5 RPPW -TEM Mode Fig. 7 RPPW - Asymmetric TE10 Mode 

447 



0.15 

•5 •o 

S     0.09 

0.03 

0.00 

• 

■ 

■ 

.* 

3/a = 0.24 

3/a = 0.33   

/   3/a = 0.60 

E 

I Ü     -20.0 
c 
E 

scan = 0.) deg. 

\ 
\ 

0.00 0.20 0.40 0.60 0.80 1.00 
normalized ridge width, s/a 

Fig. 8 Dimensions of RPPW with 50-ohm impedance.    Fig. 

o.ao        1:0        120 
frequency, f/fO 

1.40 1.60 

11 Active match of a RPPW array element at 0° scan. 

■S     1.8 

c 

§ 
1.6 

1.4 i 
* o 
E 
Ü     1-2 
e 
E 
E >. 

1.0 

I     0.8 

\ \ \ % 
V \ * 

* \ z = 50 ohms 

b/a = 0.24 

b/a = 0.33   

\v 
^0\ 

b/a = U.BU 

v^ ?vS-**^ 

' ' 
0.0 1.0 

Fig. 

0.2 0.4 0.6 0.8 
normalized ridge width, s/a 

9 TE20mode Cutoff wavelength for 50-ohm RPPW. 

m 

o.o 

-5.0 

-10.0 

-15.0 

I    -20.0 
8 
|    -25.0 
.2 
a 
g>     -30.0 

n 
-35.0 

-40.0 

-45.0 

S>' 
/ >' -?A £?*- 

'/to .-■ 

y '/ 
/ 

._ „rf 

V 

/ < - f/ro 

- «re 
= 0.6 

= ns 

/ 
i A j 

— -  »TO = 1.0 

 - •'        1 
i \ \ 

j 
i 

"~~ - - -  «0 = 1.2 

= 14 

1 
1 

• — -   «10 = 1.5 

\ 1 
1 
r 

V 

0.0     \10.0     20.0     30.0     40.0     50.0     60.0     70.0     S0.0     90.0 
\   . scan angle (deg) 

Fig. 12 Active match of RPPW element under scan. 

10 
■S 2° 

g    1.9 
o 

1 
1" 
E 
a 

|     1.6 

I 
a 
*     1-5 
111 

O     1.4 

*\ ft 
ff 
ft 
ft 
m 
ft 

< s   *> 

/• z = 50 ohms 

\ % 
\ ^ \ \ / 

b/a = 0.24 

b/a = 0.33   
\ 

b/a = 0.60 

■ * ■ ■ 

0.0 0.2 0.4 0.6 0.8 
normalized ridge width, s/a 

1.0 

-4.0 

-12.0 

-16.0 

-20.0 

"^5 ^5 V* is. 

• 
--: 
^ ̂  

• -   f/(0 

■ f/ro 

= 0.6 

= 0.8 
1 

■ — -   f/f0 

• f/ro 

= 1.0 

= 1.2 

• 
• f/ro 

■ f/ro 

= 1.4 

= 1.5 — 

0.0     10.0    20.0    30.0    40.0    50.0    60.0    70.0    80.0    90.0 
theta (deg) 

Fig. 10 TE10 mode cutoff wavelength for 50-ohm RPPW. Fig. 13 Active E-plane element patterns. 

448 



True time delay line for short pulses based on optical 
path-length dispersion: experimental proof of functioning 

PdlMadk, Judit Reminyi, LdszU Jakob, Peter Richter 
Department of Atomic Physics, Technical University Budapest 

H-llll, Budapest, Budafoki u. 8., Hungary 
e-mail: maak(g),bigmac.eik.bme.hu, Fax: +361 4634194 

Istvdn Frigyes, Istvdn Habermayer 
Department ofMicrowave Telecommunication, Technical University Budapest 

H-llll, Budapest, Goldmann Gy. Ter 3., Hungary 

Abstract A true time optical delay line for short pulses by means of acousto-optic signal processing is 
presented. Theoretical description of the heterodyning delay line based on spatial Fourier 
decomposition and differential optical phase shift of the pulse frequency components is given. 2 us 
time delay of 0.5 us long pulses with maximum optical phase shift of 1.2 uwas experimentally 
realised. Implementation of die delay line for an array with more than >10,000 antenna elements, for 
more than 50% fractional bandwidth is theoretically examined, and a compact optical system with 
involving two-dimensional acousto-optic deflector and LCD SLM is proposed. 

1. Introduction 

Phased array antennas have a significant role in up to date radar and communication systems. 
The direction of the radiated beam is varied by electronic control of the phase difference between the 
waves emerging from adjacent antenna array elements. Modern radar tracking and surveillance 
systems require bandwidth comparable with the carrier frequency. Wide frequency band phased array 
rise the particular problem of beam squinting, where the different frequency components are pointed to 
different directions, due to the constant phase shift applied [1]. In this case a short emitted pulse of 
large relative bandwidth will be spread out in a space region leading to serious detection limitations. 
This squint can be compensated by using delay lines rather than phase shifters for each radiating array 
element. [1,2,3]. 

Optical processing offers small size, low loss and wide-band systems without restriction in line 
length and with controllable, mostly negligible leakage [1,3]. The sizes and weights of the optical 
delay systems are by orders of magnitude less than of their microwave counterparts, and there is 
virtually no restriction in the length of the lines and bandwidth. 

Several optical architectures have been investigated for both phase and time delay. 
Experiments involving delay path switching, using optical (also acousto-optic) [1], electronic [1,4], or 
polarisation switching[5,6], electronically controllable optical line stretching [1], dispersing 
waveguides or fibres, path-length dispersion [3, 4] have been carried out. 

Our article focuses on possibilities of expanding the path-length dispersing system to time 
delay of short pulses by means of acousto-optic frequency modulation and deflection. The principle 
was introduced in [4], it was investigated in [1] and improvements proposed in [3]. As far as known by 
the authors, however, no experimental proof was yet given under realistic, i.e. pulsed conditions. This 
paper presents a pulse-delay line. 

Real time delay of the pulses is achieved by introducing different phase shift along their 
frequency decomposition and addition of the shifted components. This optical delay line enables rising 
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of the bandwidth of the emitted radar signals from a few percent [2] to more than 50% of the carrier 
frequency. The limitation is introduced by the limited bandwidth of the acosuto-optic device and the 
number of the array elements to be illuminated. 

We demonstrated theoretically and experimentally the possibility of time-delay of pulses 
introducing only 0.1-0.3 it phase shift to the different frequency components. Bandwidth 
considerations are being investigated and discussed. 

2. The experimental setup 

The architecture of the optical delay line, which demonstrates possibility of pulse delay, is 
presented in Figure 1. In this form this optical setup provides the necessary time delay between two 
adjacent pixels of the radar antenna array. 

Figure 1., Optical architecture to 
delay a pulse modulation of the RF 
signal driving two consecutive 
segments of the radar antenna array 

The pulse to be delayed modulates the RF carrier signal of 70 MHz driving the acousto-optic 
deflector. The frequency decomposition of the modulated signal is imaged in the angular distribution 
of the diffracted beam intensity. The diffracted beam emerging from the acosuto-optic deflector has a 
divergence in the interaction plane proportional to the bandwidth of the pulse modulation. The 
components of the diffracted beam travelling at different angles are differently phase shifted through a 
set of mirrors and than heterodyned on the surface of a detector. The detector signal proportional to the 
intensity of the interfering components, together with the added reference beam, contains a pulse 
modulation delayed relative to the input pulse. The principle can be easily examined mathematically 
by Fourier transforming the pulse modulated RF signal, introducing linearly varying phase shifts for 
the different frequency components and than adding the frequency components like an inverse Fourier 
transform. 

The acousto-optic modulator included in the present experimental setup is a Te02 deflector 
operating with off-axis transversal acoustic mode in a frequency range between 53 and 96 MHz. Its 
maximum diffraction efficiency is > 40% in a frequency band of 40 MHz. If longer pulses and thus 
lower bandwidth is required, diffraction efficiency can be risen to 60% by changing the optical 
incidency angle. The optical aperture of the cell is of 5*5 mm2, corresponding to a maximal resolution 
of 3 40 points. 

The task of the development is to realise the pulse delay at a carrier frequency of 1-2 GHz by 
involving a LiNb03 acousto-optic modulator with 1 GHz bandwidth between 1 and 2 GHz. This cell 
has also been developed at the Department of Atomic Physics at the TU Budapest. 

The result of the mathematical modelling of the time delay mechanism is presented in Figure 
2. The higher frequency components suffer the higher phase delay, leading to shorter pulse travelling 
time as with no phase difference introduced among the frequency components (flat mirror). In the 
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model continuous frequency dependent linear phase shifting is assumed, whereas experimentally the 
phase is delayed in 5-10 steps, depending on the tolerable distortion. 

Pulse intensity (arb. units) 

Hlf6       2' 10-b    3- llf* 

Fig. 2 Modelling of the pulse delay 
achieved with the optical system at 
an RF carrier frequency of 70 MHz 
and a linear phase shift of 
1.2izMHz 

Time delay (s) 

The delay of 1.9 us is obtained with a phase shift of 1.2 n/MHz, corresponding to a path delay 
of400nm/MHZ. 

The main advantage of this principle consists in relatively large time delays of the modulation 
pulse achieved with short optical path length differences of wavelength order. As a comparison, the 
common optical path delay technique requires path length differences of 10 m order for the same time 
delay value. The delay time depends on the path length difference introduced between the maximum 
and minimum significant frequency components in the frequency decomposition of the pulse. 
Introducing a path length variation of approximately 1 urn for a pulse of 0.5 us duration a time delay 
of 2 us can be achieved. 

2 
1 ye 

50mV 
198.ImV 

Km 
1 t>e 

2.45 V 
9.61 V 

1 
1  i>8 

a.oo v 
7.B4 V 

1  pB 
BOraV 

ise.imv 

*^>&i*t**- '«itm 

III  lJ*M~l"t~».»-»"l-*-   ■ 

Delayed pulse transmitted 
with the variable path mirror 
in the system - trace 2 

Transmitted pulse with the 
flat mirror in the system 
- trace B 

Input pulse with the 
! i variable path mirror in 

the system - trace 1. 

Input pulse with the flat 
mirror in the system - 
trace A 

Figure 3. Measured time delay and distortion of the delayed pulse modulation 

In the setup presented in Figure 1 a sputtered mirror with 5 segments is used, each providing a 
400 nm path difference related to its neighbour, increasing from lower to higher frequency 
components. However this relatively low resolution still provides low distortion of the transmitted 
pulse, as shown in Figure 3. 

As a demonstration of the setup possibilities a pulse transmitted with the variable path mirror 
is compared with a pulse transmitted with a flat mirror (Figure 3). The delay introduced by the variable 
path mirror is superposed to the delay of the whole optical system arising mainly from the delay 
introduced by the acousto-optic cell. 
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3. Bandwidth considerations 

The bandwidth of the system is an important parameter, since it determines the minimum 
duration and the distortion of the transmitted pulses. The conversion elements of the actual system 
have relatively high bandwidth: the bandwidth of the AO driving electronics is of 90 MHz, and of the 
AO deflector of 45 MHz, the silicon detector head has a rise time of 1 ns (Melles Griot 13 DAH 003) 
and its amplifier of 1.25 ns (Melles Griot. 13 AMP 007). The main bandwidth limiting factor is the 
optical system, namely the heterodyning process between the diffracted and reference beams. 

The acousto-optic cell performs the frequency decomposition of the input pulse, and each 
frequency component is added to a diffracted beam traveling through a different optical path. If not all 
components can be equally transmitted, mixed with the reference and added to the detector signal, the 
bandwidth will be reduced. In order to experimentally determine the maximum bandwidth of the 
system we investigated the transmission of a pulse without introducing time delaying elements (step 
mirrors or SLM-s) into the beam path, which can cause further bandwidth reduction. 

The maximum measured bandwidth of the system has been of 1 MHz, corresponding to a 
pulse rise time of 0.35 us. This was achieved by introducing a Fourier lens of 1000 mm focal length 
with the AO deflector in the back focal plane to determine all frequency components to propagate into 
the same direction and the reference beam was expanded to cover the whole diffracted pattern after 
mixing on the detector lens. When the diffracted beams travel parallel they will have the same 
incidence angle on the detector through the focusing lens, and mix in the same manner with the 
reference. The bandwidth was found to be reduced, if the diffracted beams carrying the frequency 
components were not paralleled or a lens with smaller focus (300 mm) was used. Further decrease of 
the bandwidth is caused by the wavefront- and phase mismatch between the particular diffracted 
beams and the reference. Experiments are running in order to increase the bandwidth, better wavefront 
matching by shaping the reference beam and beam aperture variations are proven. The results will be 
presented in the oral presentation 

4. Conclusions 

We demonstrated the possibility of true time delay of short pulses by means of path-length 
dispersion and acousto-optic signal processing. The main advantage of this system, compared with 
other optical delay techniques is the orders of magnitude shorter optical path difference required for 
the same delay time. Theoretical and experimental investigation of the delay principle has been carried 
out, and a good agreement for the delay of 0.4 -1 us long pulses was found. Note, that the actual 
bandwidth is much narrower than what is needed by the practice; however the functioning of this 
principle is clearly demonstrated. 
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PHASED ARRAYS WITH SUB-ARRAY ARCHITECTURE 

J. B. L. Rao, T. C. Cheston, J. Y. Choe, M.G. Parent and P.K. Hughes II 
Naval Research Laboratory, Washington, D. C. 20375 

INTRODUCTION 

The instantaneous bandwidth of a phased array is severely limited if phase 
shifters are used at each element in the array to steer the beam. The rule of thumb is [1] 
that the instantaneous bandwidth (in percent), for a maximum scan angle of +/- 60 
degrees, is approximately equal to the broadside beamwidth in degrees. A technique for 
improving the instantaneous bandwidth, by a considerable factor, is to use an array of 
subarrays with a phase shifter at each radiating element and time-delays (analog or 
digital) at the subarrays. For such an arrangement, the instantaneous bandwidth (in 
percent) will be approximately equal to the subarray beamwidth in degrees. However, 
the subarray technique can introduce severe pattern degradation in the form of grating 
lobes (larger sidelobes) that arise as the frequency is changed or when multiple beams are 
generated by combining outputs of subarrays with a digital beamformer. A scheme using 
overlapping subarrarys has been suggested [2, 3] to improve sidelobes performance. 
However, in some applications [4] that scheme cannot be practically implemented. This 
paper presents a simplified true time delay beam steering at the element level which is no 
more complex than using a phase shifter at each element of the subarray. The 
architecture described here makes multiple use of switched time-delays [5] and thereby 
significantly reduces the complexity. The method however, introduces losses and is 
therefore mainly applicable to active arrays, where the losses can be compensated by 
amplification. 

All of the computations in this paper assume a linear array of 48 elements with a 
half wavelength spacing at the highest frequency. The array is divided into six sub-arrays 
with eight elements each. True time-delay digital beamforming is used at the output of 
the subarrays to generate one or more beams within the subarray pattern. 

SUBARRAY ARCHITECTURE 

Array antennas with sub-array architecture are frequently employed in phased 
array system. This approach is presently being used in Advanced Multifunction RF 
System (AMRFS) [4].  The vision of AMRFS is that a single multifunction RF System 
could be developed and deployed which will support the combined radar, 
communications and electronic warfare functional needs of the future surface Navy ships. 
To achieve this, parts of the multifunction array need to be dynamically allocated to 
separate functions. This can be implemented more easily by dividing the array antenna 
into subarrays and then allocating the subarrays dynamically to different functions. In 
order to operate over a large instantaneous bandwidth, such arrays are time-delay steered 
with digital time-delays at the output of the subarrays as shown in Fig. 1. In addition, 
digital beamforming at the subarray level will also allow the generation of cluster 
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multiple beams within the subarray pattern. Each element in a subarray contains a phase 
shifter that is controlled such that each subarray element has the correct phase at the 
center frequency of the instantaneous operating bandwidth (or the correct phase for the 
central beam, if multiple beams are to be generated). The limitations of the subarray 
architecture with a phase shifter at each element and true time-delays at the subarrays 
(hybrid scanning) are discussed next. 

Performance with Wideband Signal 

Subarraying with hybrid scanning can introduce severe pattern degradation in the 
form of grating lobes that arise as the frequency is changed. Grating lobes exist in this 
case, even though the subarray phase centers are correctly delayed to form a beam in a 
specific direction. This is because each subarray has a phase squint as the frequency is 
changed that causes the peak of the subarray pattern to move off the desired direction and 
also causes the subarray pattern nulls to move so that they do not suppress the array 
factor grating lobes. Fig. 2 shows the patterns of a 48 element (6 subarrays with 8 
elements each) linear array with a -40 db Taylor, nbar=8 amplitude distribution. The 
array is scanned to 45 degrees and the patterns shown are for a frequency which is 5% 
above the center frequency. Clearly, the pattern exhibits no beam squint but the sidelobes 
become large and there is a small loss in gain. The subarray pattern is also shown in Fig. 
2 for clarity. 

Digital Beamforming at Subarrays 

If the digital beamforming is done at the output of the subarrays, the number of 
multiple (cluster) beams that can be generated is limited by the beamwidth of the 
subarray. However, digital beamforming at the subarray level will introduce pattern 
degradation into the offset beams in the form of high sidelobes due to the grating lobe 
effect. Fig. 3 shows the off-set beam pattern for an offset angle of 3 degrees for the 
center frequency. Higher sidelobes are evident. 

SIMPLIFIED TIME-DELAY STEERING ARCHITECTURE 

The limitations of the subarray architecture with hybrid scanning discussed earlier 
can be eliminated if true time delay steering is introduced at the element level also. To 
achieve this, the electrical pathlengths from the feed to each radiating element and from 
there to the desired equiphase front has to be the same. This adds greatly to the 
complexity and cost of the antenna. The architecture presented here makes multiple use 
of switched time delay circuits and thereby significantly reduces the total complexity. 
Fig. 4 shows the architecture for a simplified true time-delay (TTD) steered series 
beamformer for a linear subarray. Each time-delay circuit x shown gives a delay that can 
be switched from 0 to 2d/c where d is the inter-element spacing and c is the velocity of 
light. At the highest frequency the elements are spaced 7J2 to avoid grating-lobes and the 
maximum time-delay corresponds to 360° of phaseshift (as with a normal phase shifter). 
The time-delay circuits are similar to those of a diode phase shifter with switched line - 
lengths, and are reciprocal. When the time delays are set half way, to d/c, the various 
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lines feeding the elements at the aperture have fixed bias delays as shown in Fig. 4, 
making them all equal in length. This setting will therefore give a broadside beam which 
is independent of frequency. The bias delay is about a/2c at the center of the array, where 
'a' is the aperture size, and reduces to zero delay at the edge. It could be implemented in 
stripline, taking very little space. To scan the beam, each one of the time-delay circuits in 
the right branch of Fig. 4 is ideally set to the same value T = (d/c) + (d/c) Sin 6S, where 6S 

is the scan angle. Similarly, all the elements on the left branch are set to % = (d/c) - (d/c) 
sin 8S. All settings are independent of frequency. 

Fig. 5 shows the patterns similar to Fig. 2, except that the simplified true time- 
delay steering is used at the element level. Comparing with the array pattern of Fig. 2, 
one notes that the sidelobes of the pattern in Fig. 5 are lower and are below -40db, as 
designed. 

Fig. 6 shows the pattern of an offset beam, similar to that of Fig. 3, except that the 
true time-delays are used at the element level. As can be noted, the array pattern in Fig. 6 
does not show higher sidelobes as does the array pattern in Fig. 3. 

SUMMARY 

The limitations of phased arrays using subarray architecture with phase shifters at 
the element level and true time delays at subarray level are discussed. A simplified 
approach for true time delay steering at the element level which eliminates these 
limitations, is presented. The approach uses the same number of switched delay-line 
phase shifters as the number of elements in the array. Hence, it is no more complex or 
expensive than using a typical phase shifter at each element. 
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TDU Quantization Error Impact on 
Wideband Phased-Array Performance 

Jeff Corbin and Robert L. Howard 
Georgia Tech Research Institute 

Atlanta, Georgia 30332 

Abstract 

Large, wideband phased-array antennas typically employ a time-delay subarray architecture to support 
wideband waveforms. Previous work [1] [2] has documented the need to appropriately size the subarrays 
to minimize scan angle dependent dispersion loss and preserve range resolution. However, practical 
issues associated with the subarray time-delay units (TDUs) also limit performance. Typically, TDUs are 
digitally addressed binary devices with a minimum resolution defined by the least significant bit (LSB) 
size (measured in time, typically nanoseconds, or path length). This paper discusses losses—in both 
signal-to-noise ratio (SNR) and range resolution—due to subarray to subarray time delay offsets resulting 
from TDU quantization errors. Simulation results are presented for wideband LFM waveforms. 

Analysis 

For a TDU with a least significant bit (LSB) of time delay, LSB,, the associated quantization error is 

uniformly distributed between ± . For convenience, the LSB can also be expressed as a path length 

where LSBd = LSB, ■ c, and c is the speed of light. 

Subarrays are typically randomized to reduce from wideband grating lobes. Thus, the quantization error 
from TDU to TDU should be uniformly distributed independent of scan angle (for scan angles greater 
than few beamwidths). For a given TDU on the array face the commanded time delay, and thus the 
quantization error, is the same for both transmit and receive. Therefore one only needs to construct a one- 
way time delay error (e) for each element via a uniform random distribution, 

£,=U 
LSB,     LSB, 

where       i = l,...,N 
N = number of elements 

For N subarrays, there are iV2 (from the N ■ N ways to combine the two-way signal paths) time-offset 
signals that coherently sum to produce the composite received signal. For an LFM waveform of 
pulsewidth T, the signal—after de-ramping via stretch processing—can be expressed as, 

N     N f ß 
XJexp -i2f^(fm+f„) 

f(t) = .SELE! ^ 1  
' N 

where       ß = Waveform bandwidth, (Hz) 
r = Waveform pulsewidth, (sec) 
t = Independent time variable from 0 to r, (sec) 
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The signal is then transformed (pulse compressed) and normalized to the peak of an ideal (no quantization 
error) signal. For this analysis no range sidelobe weighting was applied. Figure 1 illustrates the 
unweighted compressed pulses of the N2 returns for a ten subarray antenna (prior to summation). The 

compressed pulses show an apparent range offset across + . Figure 2 shows a histogram of the two- 

way time delay errors (normalized to the LSB size). The triangular distribution corresponds to the 
theoretical result of convolving the two uniform distributions. 

Range 

Figure 1. Compressed Pulses of Unweighted N2 

Errored Sinusoids. 

-OJ 0 0.5 
Two-Way Time Delay / LSt 

Figure 2. Distribution of Two-Way Time Delays. 

The resulting compressed pulse, shown in Figure 3, will experience amplitude loss (or SNR loss) as well 
as pulse broadening (loss in range resolution) relative to the ideal pulse. The pulse broadening is 
calculated as the ratio of the errored and ideal compressed pulsewidths at the 3 dB point. Note that this 
3 dB point is relative to each signal's own normalized maximum, not the normalized maximum of the 
ideal signal. 

Compressed Pulse 

Range 

Figure 3. Signal Degradation due to Quantization. 
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Results 

The SNR loss was calculated for arrays of 20, 40, and 80 subarrays and is plotted in Figure 4. The SNR 
loss is plotted in dB vs. the LSB size, LSBd = LSB, ■ c, normalized by the waveform nominal range 

resolution, 8. The results for each array size were obtained via computer simulation using Monte Carlo 
runs. The resulting mean SNR loss and the 90% probability peak SNR loss are plotted. Each iteration of 
the Monte Carlo set is analogous to a single beam position for the array under simulation. Thus, when 
designing to account for this loss the peak SNR loss for any beam position the peak value is of interest. 
Depending on application, 95% or 99% values might be more appropriate. It can be seen that the smaller 
arrays have a higher variance relative to the mean. The lower mean for the smaller arrays was an 
unexpected result but probably represents that the "tails" of triangular error distribution (Figure 2) do not 
fill in this case. An expanded view of the SNR loss curve is shown in (b), highlighting the region of 
potentially acceptable losses. 

Similary, the pulse broadening is shown in Figure 5. As described above, the broadening represents a 
degradation of range resolution and is shown for the same conditions as the SNR loss. In comparison to 
the SNR loss, the range resolution degradation is a minimal effect. It is anticipated that SNR loss 
considerations will drive most radar designs. 

ftormal?zedLSi = (LS1Btc)/1ä)       1 

(a) 
Figure 4. SNR Loss vs. Normalized TDU LSB. 

AalizeälsB=°(tsBtc?f5)     °6 

(b) 

Worst-Case Analysis 

If the subarray locations are not randomized, for example a regularly spaced linear array, the quantization 
errors will not be uniformly distributed. One could consider a worst-case scenario where the time delay 

quantization error is set to the extreme, ± 
LSB, 

(half of the elements set to +LSB,/2 and the other half to 

-LSBJ2), in order to give an indication of worst case losses. Figure 6 illustrates the unweighted 
compressed pulses for a ten TDU array along with the distribution of 2-way time delay errors. Obviously, 
these results would apply for as few as 2 TDUs. The resulting SNR loss and pulse broadening are shown 
on Figure 4 and Figure 5, respectively. These values represent the bound on performance. 
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Range 

Figure 7. Anomaly in Compressed Pulse. 

Figure 7 shows the impact of a grossly oversized LSB. This figure illustrates that as the TDU 
quantization approaches the waveform range resolution, the resulting output is no longer a single 
degraded compressed pulse but actually resolves into separate returns. At this point, SNR loss and pulse 
broadening have no meaning. 
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The phased array technology - application to time-reversal in acoustics 

Didier CASSEREAU, Mathias FINK 
Laboratoire Ondes et Acoustique, 10 rue Vauquelin, 75231 Paris Cedex 05, France. 

Introduction 

For some years, phased array systems have been developed in the domain of ultrasound ; this technology, 
widely used in radar and communication systems, has been proved to be particularly efficient in the frame 
of acoustics, for medical applications as for non destructive testing purposes. 
Ultrasonic phased arrays are made of a set of piezoelectric small elements connected to electronic chan- 
nels. One major advantage of ultrasonic devices is that piezoelectric transducers are reversible and can 
work as emitters or receivers ; they also have a linear response to an incident acoustic pressure, such that it 
is possible to measure both the amplitude and the phase of an acoustic field, m the transient domain, we 
are able to measure the temporal signal resulting from an incident pressure field. 
Ultrasonic phased arrays can be used in conjunction with adaptive time delay laws, in order to achieve 
beam forming and focusing ; among the many applications of this feature, one can mention the medical 
echography systems that make an image of the human body. 
In our laboratory, we have developed a new application of the phased array technology, based on the time- 
reversal invariance of the wave equation in a lossless propagation medium. In this paper, we briefly de- 
scribe the basic principles of ultrasonic time-reversal, then we present two particular experiments using 
this technique that illustrate the efficiency of the acoustic phased array technology, for medical as well as 
non destructive testing applications. 

1. Basic principles of acoustic time-reversal 

The propagation of acoustic waves can be described in a similar manner than electromagnetic waves ; in 
the case of lossless media, the temporal dependence of the wave equation reduces to a second order de- 
rivative. Thus, the wave equation remains unchanged under the time-reversal transform f _>. -t. Many theo- 
retical as well as experimental works have been published in the last ten years on this subject1-3; here we 
prefer to limit our purpose to the experimental description. 
We use the phased array technology to develop ID or 2D transducer arrays with a collection of independ- 
ent piezoelectric elements. Each element is connected to its own electronic transmit/receive chain that al 
lows to control the temporal signal emitted by each channel. This ability to emit different temporal signals 
on each channel is the major progress of our technology; it is required for all time-reversal experiments. 

The time-reversal experimental procedure can be described as a three-step process. We first illuminate the 
medium using a single element of the array, thus resulting in a widely diverging wave that propagates in 
the medium. The, a target (defect, tumor) generates a reflected wave that back-propagates in direction of 
the array that measures the resulting temporal signals on the different channels. The third and last step 
consists in a simultaneous reemission of the time-reversal of the previously detected signals by each chan- 
nel. It has been proved that this procedure yields the generation of a wavefront that is finally focused on 
the target position, assuming that the propagation medium has not changed. 
This three-step procedure is illustrated by figure 1. 
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Figure 1: the three-step time reversal process. 

2. First application - focusing through an inhomogeneous medium 

The first application illustrates the ability of the time-reversal process to compensate the strong distortions 
resulting from a propagation in an inhomogeneous medium, where multiple scattering occurs.4 

In this experiment, we use a ID periodic array of 64 elements at a central frequency of 3,3 MHz ; the 
sampling frequency is 20 MHz. The experiment is carried out in water, including a random set of about 
2000 steel rods in front of the array. The geometry of the rods is such that high multiple scattering occurs 
at the considered frequency. The experiment is illustrated by figure 2. 
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Figure 2 : experimental setup; (a) an active source generates a short pulse that undergoes multiple scat- 
tering before being received by the array ; (b) the time-reversed acoustic field back-propagates through 
the same set of rods, the resulting field is scanned around the initial source position with a hydrophone. 

The experimental results obtained in this configuration are illustrated on figure 3 : 
- figure (3a) represents about 80 us of the temporal signal detected on one particular channel of the ar- 

ray for an initial pulse of about 1 us ; in fact, we could observe signals of more than 250 us resulting 
from the multiple scattering that occurs in the set of rods, 

- figure (3b) represents the temporal signal measured by the hydrophone at the initial source position 
after time-reversal and simultaneous reemission by the 64 channels of the array ; the reemitted signals 
are about 235 us long, resulting in a very short pulse after back-propagation through the rods ; this 
figure illustrates the very efficient temporal compression that results from the self-compensations in- 
duced by the time-reversal operation, 

- figure (3c) represents the directivity pattern around the initial source position (thick curve) compared 
to the directivity pattern without the set of rods (thin curve) ; the focal spot size is about 6 times more 
narrow in the presence of the rods compared to the same measurement in water. 

These observations illustrate the great efficiency of the time-reversal process to focus the acoustic field 
through the highly heterogeneous medium. They can be interpreted in terms of an effective contribution of 
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widely spread multiple scattering paths in the medium, therefore resulting in a larger apparent aperture of 
the array. 
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Figure 3 : (a) temporal signal measured by one particular channel; (b) temporal signal at the initial 
source position after time-reversal; (c) focal pattern with (thick curve) and without (thin curve) rods. 

3. Second application - non destructive testing experiment 

For about 10 years now, we also work on the same basic principle applied to non-destructive testing of 
materials, particularly for the detection of small defects (called hard-alpha) in titanium used in aeronautics 
(aircraft engines). Detecting small hard-alpha defects with classical methods (like pre-focused probes) is 
generally difficult due to the heterogeneous internal structure of titanium. Indeed, this structure generates 
a very noisy experimental environment while small defects have a low reflectivity. 
In a time-reversal experiment, the ultrasonic phased array receives some information from both the inter- 
nal heterogeneous structure (this is typically a random noise) and the defect (coherent signal). In such 
conditions, the time-reversal process allows to make the defect visible in spite of the noisy environment, 
particularly if it is iterated.5 

In this kind of experiment, we use a 2D phased array of 121 independent transducers (an annular array 
where each ring is subdivided into sectors) with a central frequency of 5 MHz. 
The experimental exploration of a cylindrical titanium sample is illustrated by figure 4 ; the temporal sig- 
nals measured on the different channels of the array are represented in gray levels as functions of time 
(abscissa) and channel number (ordinates). 
After the first illumination, we clearly identify the strong echoes generated by the front and back faces of 
the sample, but we cannot see any other structure inside the material, except the noisy structure itself. 
Once these temporal signals have been recorded, they are stored in memory and we select a temporal win- 
dow in which the time-reversal operation is performed. Since we are working in an echographic mode, the 
position of the temporal window is directly related to the depth inside the material. 
After two time-reversal iterations, we clearly see on figure 4b a significant signal that comes from a point 
inside the material ; this point corresponds to a well identified hard-alpha defect inside the sample of in- 
terest. These results illustrate how the time-reversal process allows to make the defect visible while more 
classical illumination techniques (as in figure 4a) cannot detect anything. 
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Figure 4 : (a) temporal signal received from titanium after the first illumination, the two vertical lines 
identify the temporal window for the time-reversal process; (b) after two time-reversal iterations. 

A similar experiment can be run in order to obtain an image of a titanium billet mounted on a rotating 
plate while the probe is moved vertically; figure 5 shows an image of 3 different defects of dimension 0,4 
0,5 and 0,6 mm. 
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Figure 5 : titanium billet image obtain by time-reversal. 

Conclusion 

In this paper, we have briefly presented two particular experiments based on time-reversal of ultrasonic 
fields ; it shows how the phased array technology can be applied to ultrasonic systems. The method has 
been widely tested and is robust for defect detection, target location, even in the case of complex or very 
noisy systems. 
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Focusing with ultrasonic phased arrays - comparison between time-delay laws and time-reversal 

DidierCASSEREAU 
Laboratoire Ondes et Acoustique, 10 rue Vauquelin, 75005 PARIS 

Introduction 

For many years, ultrasonic phased arrays are widely used, for example in non destructive testing, in order 
to achieve beam forming and focusing. In many situations, the determination of adequate time-delay laws 
can be as efficient as others methods like time-reversal, with the advantage that they are much more 
simple and do not require complex electronic systems.1"3 

Anyway, we could observe some limitations in the focusing ability using the time-delay laws, particularly 
for transducer arrays made of big elements (a few wavelengths). Developing small elements require high 
and expensive technology; also, small elements have a poor dynamic in emission/reception. 
In this paper, we propose a concrete situation that illustrates these difficulties, then we show how the time- 
reversal technique provides an efficient solution in terms of the focal pattern. 
This work is based on a simulation software developed in our laboratory, PASS. This software calculates 
the propagation of acoustic fields generated by phased arrays, including time-delay laws and the finite 
aperture of the elements of the array. 

1. Presentation of the problem 

The problem of interest consists in focusing through a plane interface between plexiglas and steel using a 
ID bar of 16 electronic channels. The geometrical configuration is illustrated by figure 1. 

In all the following, we try to calculate the time- 
delay law adapted to the desired focal point for 
longitudinal waves in steel ; then we calculate 
the resulting displacement field in steel with a 
scanning direction that is perpendicular to the 
interface around the expected focal point. 
The velocities and densities of the two materials 
are 
• c, =2430 m/s et p,=1270 kg/m3 (plexiglas), 
• c, =5770 m/s, c, =3150 m/s (longitudinal and 

transverse velocities), p2 =7700 kg/m3 (steel). 

Two different bars have been designed. The first 
bar is made of 32 elements (periodic bar) and 
couples each pair of successive elements 1 and 2, 
3 and 4, ... thus resulting in 16 channels. The 
second bar contains 24 elements only (non 
periodic bar) and couples elements 1 and 2, 4 
and 5, 7 and 8, ... also resulting in 16 channels. 
The two considered bars have the same total 
aperture (55 mm), central frequency (4,5 MHz) 
and relative bandwidth (70% at -6dB). 

125 mm 

75 mm 
focal point 

Figure 1 : geometrical configuration of interest; 
the ID bar is rotated of 25° with respect to the 
plane interface, its center is located 20 mm 
above the interface and the desired focal point is 
at a depth of 125 mm with an horizontal offset of 
75 mm. 
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The dimension of the elements along the axis of the bar is 1,46 mm (2,7 x wavelength in plexiglas at the 
central frequency). The geometry of the two bars is illustrated by figure 2. 

1    2     3     4     5     6    7     8     9   10  11  12 13  14  15  16 

Figure 2a : first bar, 32 elements, 16 channels. 
1     2     3     4    5    6 7    8    9   10   11 12 13   14  15   16 

Figure 2b : second bar, 24 elements, 16 channels. 

Both bars have large elements, this can make the evaluation of time-delay laws more complex. The 
simulation software allows to choose between various algorithms for such evaluation, e.g. the average or 
minimum delay over the aperture of the elements. These choices yield different time-delay laws, thus also 
different radiated fields. We are interested in this sensibility on the computation of the time-delay law. 

The time-delay laws obtained by PASS are represented on figure 3 for the first periodic (3a) and second 
non periodic (3b) bars. On (3a), the two curves are almost identical, while significant differences can be 
observed on (3 b), particularly for the odd channels that couple successive elements of the array ; these 
differences are thus directly related to the large size of the elements. 

Time-delay law (us) Time-delay law (us) 

Figure 3a : average (thin curve) and minimum Figure 3b : average (thin curve) and minimum 
(thick curve) delays; first periodic bar. (thick curve) delays; second non periodic bar. 

These time-delay laws are now inserted in PASS to calculate the resulting displacement field in the solid 
along the direction perpendicular to the interface, from z=0 (interface) to z=200 mm. The arrows indicate 
the position of the expected focal point. 

Maximum amplitude of the displacement field - average delay 

Figure 4a : displacement field resulting from the Figure 3b : displacement field resulting from the 
average delays ; thin and thick curves correspond minimum delays; thin and thick curves correspond 
to the periodic and non periodic bars. to the periodic and non periodic bars. 
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The different curves have been normalized to unity to allow a better comparison. We immediately observe 
that the periodic bar is not sensible to the computation of the time-delay law, while the non periodic bar is 
efficient with the minimum delays and yields a quite poor focusing with the average delays. 
This example illustrates the sensitivity of the focused field with the time-delay law computation method in 
case of large elements. 

2. The time-reversal solution 

The time-reversal simulation is performed in two steps.1"3 We first consider a point-like reflector at the 
desired focal point and a small emitter above the interface (the exact location of the emitter is not 
important). The emitter generates a short pulse that propagates to the target ; the reflected wave back- 
propagates in direction of the bar that works in the receiving mode, thus resulting in a set of 16 temporal 
signals that take into account the finite aperture of each element. Then, the bar works in the emitting 
mode, where each channel emits a temporal signal that results from a time-reversal operation of the 
signals obtained during the first step. An additional normalization can be used before re-emission in order 
to compensate the amplitude fluctuations that result from the various paths from the target to the elements. 

In all the following, we only consider the second non periodic bar that appears more sensible to the 
computation of time-delay laws. 

ChiHHilWi Z^^Z Channel*! ^fj^ZZl 
-WVV--         AA/V^- 

W\AA~ 
ww  VVV— 

WVV 

 V\/\A 

 ^AA/V 
—vyV— 
M/V  

 WW- 
-—A/V-— 
-Wyv-  

Channel #16 Channe/#16 
Figure 5a : temporal signals emitted by the non    Figure 5b : temporal signals emitted by the non 
periodic bar after time-reversal. periodic bar after time-reversal/normalization. 

The temporal signals to be emitted by the non periodic bar, obtained by this procedure, are represented on 
figure 5, without (5a) and with (5b) normalization. The temporal window shown on this figure is 5,9 us. 
The temporal variations of the signals between two successive channels are visible on (5b), resulting from 
the variation of the aperture of the corresponding elements. 
As in the previous simulations, these temporal signals are simultaneously re-emitted and PASS calculates 
the resulting displacement field under the interface around the expected focal point. The obtained results 
are shown on figure 6a, where the thin (resp. thick) curves correspond to the displacement field resulting 
from the temporal signals without (resp. with) normalization. Looking at this figure, we clearly see that 
both fields are very efficiently focused at the expected focal point. 

The last step of the simulation consists in the evaluation of a time-delay law that optimally fits the 
temporal signals resulting from the complete time-reversal procedure. To do that, we use a classical 
method from general signal processing, the different delays being obtained from the computation of the 
cross-correlation between successive channels. Then this time-delay law is used with PASS and the 
resulting displacement field is shown on figure 6b. Once again the resulting displacement field appears to 
be effectively focused on the expected position. 
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Maximaum amplitude of the displacement field - time-reversal procedure Maximum amplitude of the displacement field - time-reversal + time-delay law 

Figure 6a : focal patterns resulting from time- Figure 6b : focal pattern resulting from the time- 
reversal ; without (thin curve) and with (thick delay law obtained by cross-correlation of the 
curve) normalization. temporal signal deduced from time-reversal 

As above, the different curves are all normalized to unity. 
This last simulation is interesting since it provides an objective approach to compute an adequate time- 
delay law, independently from the geometry of the phased array, focal point and/or interface. It is also 
justified by the fact that time-reversal methods require some specific and complex electronics, while 
phased arrays and controllable time-delay laws are much cheaper. 

Conclusion 

In this paper, we presented a concrete situation for which the computation of a time-delay law may yield 
some difficulties, particularly in the computation of the resulting focal pattern. These difficulties are 
directly related to the finite aperture of the elements of the array, that are generally of large size. We also 
proved that a time-reversal approach provides an elegant and efficient solution to these difficulties. 
Finally, the temporal signal obtained by time-reversal may be used to extract an adequate time-delay law ; 
these delays do not result from an a priori algorithm (average, minimum delays), but are the consequence 
of an objective approach of the problem. 
We are actually working on experiments to illustrate these effects. 
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PHASED-ARRAY EFFECT IN ANTENNAS WITH TRANSIENT EXCITATION 

Boryssenko A., Prokhorenko V. 
Research company "Diascarb" 

P.O. Box 148 Kyiv 02222 Ukraine 
E-mail: diascarb@public.ua.net 

Abstract 
In this work the phased array effect in linear antenna with transient excitation will be under theoretical 
and numerical analysis. This effect is realized inherently due to specific features of transient 
electromagnetic radiation in long linear and other antennas. The waveform of radiated electromagnetic 
field of those antennas includes separated in time the pulse signal replicas that produced by specific points 
on antenna like its boundaries as well as any point with "strong" charge disturbance of antenna. This 
waveform registered by a field probe in an arbitrary observation point depends on its spatial position. The 
last can be principally determined by processing of the registered waveform. This signal processing 
involves resolution in time of indicated signal components and is in fact a beam-forming procedure of 
phased array antenna with transient behavior. 

1. Problem Background 
In contrast to antennas and arrays with both sinusoidal and narrow frequency-band excitation the 
electromagnetic structures with transient excitation demonstrate quite different performances [1]. Such 
excited by pulse (video-pulse) signals antennas are employed widely in high-resolution radars, subsurface 
radars, EMP simulators etc. The theoretical and experimental time-domain approaches to study transient 
antennas are more adequate than traditional frequency-domain technique [2]. Besides known features of 
transient antennas [1-4] there is an inherent effect than can be treated as some phased array behavior. For 
simplicity, let consider a thin monopole antenna in the Cartesian coordinates as it is shown in Fig. la. The 
two boundaries of antenna are located at x=0 (source termination) and x=La (end point). The radius of 
antenna is enough small so that only the x-direction component of the vector potential function Ax should 
be treated that resulted in the principal component Ex(t,x,y) for single-passing excitation mode [1]: 

f,(,,vH(j2^,4M)J    (1) 

uco. 

-La- 

/ 0 
Single-Passing Excitation       Double-Passing Excitation 

b) 

stmrn 

iv {xO,yO} Symmetrical     Erf-function Asymmetrical 
Gauss Pulse Pulse Gauss Pulse 

a) c) 
Fig. 1. Schematic presentation of linear monopole antenna in the Cartesian coordinates (a) excited in 
single- or double-passing mode (b) by driving signal U(t) of definite waveforms (c). 
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Where in (1) c is the light velocity; k -coefficient; / - local auxiliary coordinate along antenna axis with 
the origin at x = 0; R=R(x,y,l)=((x-l)2 + y2) m is a distance on the plane xy from the point on antenna x= I 
to observation one with coordinates {x,y} in Fig la. The expression (1) has been obtained under the 
following assumption. The antenna is excited by pulse signal with waveform U(t) like ones in Fig. lc. 
Current distribution along the antenna is initially presented like traveling wave U(t-(l+R)/c) until this 
current reaches the boundary at x = La. Then there are two main scenarios of antenna excitation (Fig. 
lb), i.e. single-passing excitation due to matched antenna end loading or double-passing one due to 
boundary effect at x=La with the following current disappearance on matched impedance of the driving 
source. Generally both modes are implemented by means of antenna distributed resistive loading. 
Note that the first term in the left part (1) corresponds to the radiated far-field component while the 
second one is the near-field [1], Expression for far-field radiation can be obtained analytically from (1) by 
noncomplex math manipulations. Thanks to axial symmetry of problem it is easy to present the electric 
far-field under the single-passing excitation in the polar coordinate system {0,p} on the plane (Fig. 1): 

Ee{t,Q,p) = kx 
sin 6 

1-cos© c c     c 
■cos 9)»   (2) 

where kj is normalized coefficient. The expression (2) reflects that radiation of transient antenna is 
produced by antenna's boundary points at x={0,La} [3,4]. There is some physical sense in that statement 
because electromagnetic radiation is originated due to acceleration or deceleration the charges on antenna 
[5]. Evidently rapid appearance or disappearance of charges takes place on the antenna boundaries. In fact 
energetic and pattern features of transient radiation depends on antenna total length and its geometrical 
structure [1,4], which are not considered in detail here. 

2. Phased Array Effect in Transient Linear Antenna 
Let analyze the basic geometrical relations in antenna arrangement in Fig. la in accordance to introduced 
above a "discrete-point" model of transient radiation. Starting from evident geometrical properties in Fig. 
la one has the following expressions for time intervals that are necessary to reach the observation point 
from the antenna boundaries in process of pulse propagation along antenna excited in the double-passing 
mode (right part of Fig. lb): 

T\{x, y) = Sl(x, y) I c  (3a)   T2(x, y) = (La + S2(x, y)) I c (3b) T2(x, y) = (2La + S2(x, y)) I c (3c) 

Fig. 2. Contour plots for AT\(x,y) (a) and AT2(x,y) (b) quantities terminated in nanosecond (ns) unit. 
These figures have been computed for linear antenna La = 1.0 m in the Cartesian coordinates (Fig. la) for 
square area limited by inequalities: -10< x < 10 and 0< y< 20. Both x and y are terminated in meters (m). 

470 



Next it is reasonable to express time differences between the field events characterized by 71,2,3(JC,J>) 

ATl(x,y) = T2(x,y)-Tl(x,y)    (4a)      AT2(x,y) = n(x,y)-T2(x,y)    (4b) 

Then one is able computing 471 and 472 by (4) and presenting the final results by contour plots like in 
Fig. 2 where is seen that there is mutual dependence between quantities 471 and 472 and spatial 
coordinates {x,y} of the observation point. Such dependence establishes the one-to-one correspondence 
between {471,472} and {x,y} excepting  only narrow domain where x « La/2. 

Now let consider the problem starting rather from expressions like (1) and (2) then geometrical properties 
discussed above. Reaching this goal one can specify quantities 471 and 472 versus {x,y} by computing 
simulated waveforms. The double passing excitation mode of antenna and set of excitation signals (Fig. 
lc) are involved in simulation. The typical simulated waveform can be obtained like ones in Fig. 3 where 
aforementioned quantities 471 and 472 are shown. In fact exact time evolution of signal depends on 
correlation of antenna length La and signal electrical lengths Ls=Ts*c [4] where Ts is equivalent signal 
duration. The array effect under investigation becomes apparent for long antenna when La > Ls. 

In what follows one computes {471,472} for chosen points {x,y} inside the square domain -10 < x < 10 
and 0 < y < 20 (Fig. 2). This computation involves the specification of wanted magnitudes from simulated 
waveforms as shown in Fig. 3. Acting in such way one can receive total coincidence of results of 
presented above geometrical analysis and electromagnetic modeling as it follows from Fig. 4. In this Fig. 
4 one can observe the changing of signal waveform and corresponding 471 and 472 figures versus the 
Cartesian coordinates of observation point inside the indicated domain. The effect of the near-field 
electromagnetic radiation is visible in Fig. 4 when y < 5*La and can be employed for some goals too. 

Summary 

Due to the fact that transient electromagnetic events are considered in time-domain each component of 
electromagnetic field connected with antenna's boundaries is registered in proper time that depends on 
geometrical relations of task. For the sample of linear antenna with double-passing excitation considered 
above there are three separated replicas of radiated electromagnetic field, which are connected with pulse 
radiation produced by the antenna's end points. As it was shown early the features of the registered 
waveform depend on the coordinates of observation points {x,y} and the general geometry of antenna. 
Such dependence is mostly a single-valued function excepting position x = La/2 that in turn is valuable 
too, for instance, to solve pointing or navigation tasks etc. Generally for implementation of radar signal 
processing one should solve three consequence problems, i.e. (1) target detection, (2) coordinate 
measurement and (3) recognition. For pulse radar operating in time-domain the problems (2) and (3) are 
closely matched together due to the fact that observed waveform of scattered signal is a function of both 
the spatial position and shape of target. The presented study gives a model of array behavior of pulse 
antenna that can be employed for implementing time-domain beam forming in transient antennas. 

a) b) c) 

Fig. 3. Radiated waveforms due to double-passing excitation by (a) symmetrical Gauss pulse, (b) Error- 
function pulse and (c) asymmetrical Gauss pulse with 471 and 472 characteristic values. 
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Note that in practice for navigation and positioning tasks the measurement of spatial mutual position of 
receiver in observation point and transmitter with transient array can be implemented in asynchronous 
modes. Such working is based on estimation of the ATI and ATI characteristics without necessity for 
mutual synchronization of transmitter and receiver in time. 
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Fig. 4. Waveforms of principal electrical component of radiated electromagnetic field and magnitudes of 
ATI and AT2 quantities computed for linear monopole antenna of the 1-m length. This antenna is located 
like one in Fig. la and excited in the double-passing mode by the current pulse source with the Gauss 
symmetrical waveform and pulse duration of 0.5 ns at the amplitude level 0.5 (-6dB). 
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Abstract. A sophisticated phased array simulator software package for the design and analysis 
of planar phased array antennas is presented. This package can accurately simulate the far-field 
characteristics of a large variety of planar phased array configurations in both the frequency and 
time domain. The simulator is coded in MATLAB version 53. Using MATLAB, numerical 
engineering problems can be solved in a fraction of time of time required by programs coded in 
FORTRAN or C. This paper addresses an assessment of the program, discusses its use and 
advanced far-field analysis capabilities. 

1. Introduction 

Most present software packages for the calculation and analysis of the far-field behaviour of phased 
array antennas is written in traditional programming languages such as FORTRAN or C. However, the 
advent of commercially available computer algebra systems can greatly simplify the software coding of 
such programs due to the automatic manipulation of mathematical formulas provided by computer 
algebra. 
In this paper the phased array software simulator PHASIM (PHased Array SIMulator) is described. It is a 
program for the analysis and design of planar phased array antennas of arbitrary geometry. PHASIM is 
coded in MATLAB Version 5.3. MATLAB (MATrix LABoratory) is a mathematical software tool that 
combines numeric and symbolic analysis with extended graphics and programming capabilities using a 
plain text proprietary language. Its matrix-oriented language is designed for efficient numerical, large 
scale computation and data analysis and it has hundreds of built-in numerical functions. 

PHASIM offers accurate, high speed computation of the far-field patterns of planar phased antennas, 
advanced far-field analysis capabilities and comprehensive 2-D and 3-D visualisation of the simulated 
results. Execution time is minimised by coding the program as matrix operations and using 2D FFT (Fast 
Fourier Transform) techniques for calculating the far-field patterns. The program operates with a state-of- 
the-art GUI (Graphical User's Interface), provides extensive error checking of user data input, and is 
intuitive to use. This paper will address the main capabilities of the program, the computational approach 
and will present some typical results including their execution times. An earlier version of the program 
was described in [1]. Since then functionality of the program has been extended substantially. The latest 
version allows performing the far-field simulations in the frequency as well as in the time domain, and 
can deal with apertures split up in subarrays and with switcheable time delay units connected to a group 
of T/R modules. The element lattice configurations, originally restricted to rectangular and triangular 
types, have been extended to skew ones, which may have random row or column displacements. 

2. Main capabilities 

The phased array simulator PHASIM can handle planar phased array antennas with the elements spaced 
in rectangular, triangular and skew lattices configurations. Skew lattices having random row or column 
displacements of the elements can be handled as well. The elements of the array are allowed to be 
grouped in subarrays. Scanning of the main beam can be modelled be either phase shifters or time delay 
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circuits inside the T/R modules including the option to use switcheable TDUs (Time Delay Units) 
connected to a group of T/R modules. The radiating elements may have isotropic, cos(theta), cos(theta)AN 
or a dipole type radiating characteristics. For the array aperture the user can specify a circular, elliptical, 
rectangular or polygon shape. 
In order to get low-sidelobe patterns, the program features 8 different amplitude tapers for sum patterns 
and 4 amplitude tapers for difference patterns. For the sum tapers the choice can be made between 
Uniform, Triangular, Cosine on a Pedestal, Gaussian, Blackman, Kaiser, Bessel and Taylor. For the 
difference patters, models are included for the tapers, odd Rectangular, odd Triangular, odd Taylor and 
Bayliss. 
Apart from computing 2D far-field patterns, PHASIM can also generate high-resolution ID far-field cuts. 
The program uses the results of the 2D far-field calculation to extract the directivity of the antenna, the 
main beam peak position, the 3 dB beam-width in both the u- and v-plane and the rms sidelobe level. As 
an option PHASIM determines also the number of sidelobes and the distribution of their peak levels. For 
tracking antennas with monopulse capability the program has the ability to determine the tracking slope 
for both the azimuth and elevation plane. 
Visualisation comprises also the element layout along the aperture including the grouping in sub-arrays, 
the location of defective elements and the connection of the switcheable TDUs to the elements. The 
element excitations, phase or time delay and amplitude, can be displayed in 2-D formats and 3-D formats 
using pseudo contour or surface plots. 

PHASIM can simulate various types of errors, such random phase and amplitude deviations in the 
aperture excitation, phase shifter or time delay quantisation, element failures randomly located or grouped 
in sectors, element location displacements and structural deformation of the aperture. 
The program operates with an interactive Help Window, which gives access to an electronic on-line 
manual. This manual, coded as HTML (HyperText Markup Language) document, requires a Web browser 
to open it. PHASIM incorporates a state-of-the-art GUI and provides a high degree of user friendliness. 

3. Computational approach 

For arrays with periodic element lattice configurations, rectangular, triangular and skew (including the 
random row or column displacement) the computation of 2D far-field radiation pattern is always done by 
modified 2D FFT techniques performed on the element excitations. This approach reveals the AF (Array 
Factor), which multiplied with the element pattern gives the far-field pattern of the array under 
consideration. In case the elements are arbitrarily located, the 2D far-field patterns are computed by a fast 
brute force method based on direct summation of the radiating contributions of the array elements. All 2D 
far-field results are computed as a function of the direction cosine u and v. 
A 2D FFT is a very efficient and high-speed computational technique for numerical evaluation of the AF. 
Normally, a 2D FFT can only be applied when the array elements are arranged in a rectangular lattice. 
However, in PHASIM this technique is extended to arrays using triangular or skew lattices. The earlier 
paper [1] provides information how FFT techniques can be applied to calculate the AF for triangular 
grids. For the present version of PHASIM a new FFT technique was developed which can also handle 
skew lattice configurations. This new FFT technique provides also more flexibility with respect to the 
spacing between the far-field directions. With conventional FFTs the spacing between the far-field 
directions is fully determined by the aperture element spacing, the frequency of operation and the size of 
the FFT. With the new FFT to calculate the AF, the spacing between the far-field directions is no longer 
subjected to any restriction. Another advantage of this new technique is its zoom-in capability, which 
allows computing the 2D far-field with a high density of the far-field directions over a limited spatial 
region without using a large size FFT. The program can compute high-resolution far-field pattern cuts in 
the u- or v-direction or in spherical co-ordinates Phi and Theta. Computation of the pattern cuts for a 
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fixed u- or v-direction relies on a hybrid approach consisting of the brute force method in combination 
with a large size (8192 points) ID FFT. These kind of far-field cuts can be computed for any fixed value 
of u or v between -1 and 1. The pattern cuts for the spherical co-ordinates Phi and Theta are derived from 
the 2D far-field results using an interpolation scheme based on a built-in MATLAB 2D interpolation 
M-function. 

In order to optimise execution speed, the program was mainly coded as matrix operations; in particular 
the far-field computations and the data visualisation parts were programmed in this way. For MATLAB 
this is the favourite approach since it is matrix oriented programming language. This results in a very 
compact code compared to the coding in FORTRAN or C which is therefore also much more easier to 
debug or to maintain. 

4. Simulation examples 

Figs 1-2 show typical simulation results obtained with PHASIM. Both figures deal with the same phased 
array configuration which operates with time-delay steering for scanning the beam. Two types of 
switcheable time delay devices are specified. At the element level a 200 ps timeshifter is applied with 6- 
bit resolution in combination with 103 switcheable TDUs located at the feed level. The TDUs have a 10 
bit resolution and a maximum time delay range of 5000 ps. The array operates with 3407 radiating 
elements. Each TDU feeds 15 rows and 9 columns of elements. The plot at the top represents the far-field 
sum pattern on transmit of a circular phased array antenna with a triangular lattice arrangement of the 
elements. In this example the beam is scanned to Theta = 30 deg and Phi= 40 deg. A Blackman taper was 
selected for low-sidelobe performance. However, since the beam steering is done with 6-bit timeshifters, 
quantization lobes due to the finite time delay resolution of the timeshifters and TDUs, corrupt the low 
sidelobe performance. Information on the peak sidelobe performance is shown in the bottom plot. 
Fig. 2 demonstrates the advantage of using time delay steering for scanning the main beam. As can be 
seen from the top plot, the angular position of the main beam does not vary with signal frequency. The 
bottom plot shows for the fixed far-field direction Theta = 30 deg and Phi = 40 deg the behaviour of the 
array gain and the array group delay over the frequency band 9-12 GHz. 

PHASIM, running on a PC with a 500 MHz Pentium ITI processor, computes a 2D far-field pattern for 
256*256 cosine directions in less than 0.3 sec. The far-field analysis, revealing directivity, peak direction, 
3 dB beamwidth for both the u- and v plane including the rms sidelobe level takes a about the same time. 
The duration of the peak sidelobe analysis depends on the number of sidelobes and is usually done within 
1 second including the plotting of the peak sidelobe histogram. 

5. Conclusions 

A sophisticated phased array simulator written in MATLAB 5.3 has been developed at TNO-FEL. The 
simulator can deal with various aperture shapes, a number of periodic element lattice configurations and 
various aperture tapers both for sum and difference patterns. High speed computation is obtained by 
coding the program as matrix or vector operations. 

7. References 

[1] Keizer, W.P.M.N., "PHASIM, a sophisticated phased array antenna software simulator implemented 
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Fig. 1. Far-field results of a circular phased array at 11 GHz with the main beam scanned at 
Theta =30 deg and Phi = 40 deg. Beam scanning is realized by time delay steering. 
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Fig.2 Beamsquint behaviour and transfer characteristic (gain and group delay) of the same phased array 
over the frequency band 9 -12 GHz at the scan direction Theta =30 deg and Phi = 40 deg. 
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ABSTRACT 

The complex design process of a planar multi-layer phased array antenna in microstrip technology can 
be simplified using two commercially available design tools HP-EEsof Touchstone™ and Ansoft 
Ensemble™. Touchstone™ is employed to analyse and optimise PIN diode switches and phase 
shifters while Ensemble™ is used to analyse radiating layers and associated feeding networks. The 
approach allows prediction of the performance of a phased array prior to its manufacturing. This is 
demonstrated in the design example of a 12-element circular phased array operating at L-band. 

I. INTRODUCTION 

Phased array antennas are increasingly being found in applications such as radar [1] and more 
recently in satellite and cellular communications [2], [3], [4]. The reason for this is that these antennas 
offer improved flexibility of beam steering using electronic means. Despite increased popularity, the 
design of a phased array antenna is not yet a simple task because of complex specifications this 
antenna has to meet. Microwave and antenna design software tools should help overcome these design 
complexities. Unfortunately at present, integrated software tools for the design and development of 
planar phased array antennas do not exist. 

This paper attempts to overcome this shortcoming. It shows that the task of design and prototyping of 
a planar phased array in microstrip technology can be facilitated by combining two existing 
commercially available CAD software tools: (i) antenna design package Ensemble 6.0™ of Ansoft 
[5], and (ii) microwave circuit design package HP-EESof Series IV [6]. Ensemble is a tool for 
analysing multi-layer structures formed by planar layers of dielectrics interleaved with ground planes 
and arbitrarily shaped conducting sheets. As such, this software package is suitable to model radiation 
of multi-layer microstrip patch antennas forming the radiating layer of a planar phased array. In turn, 
HP-EESof Touchstone™ is a software package for the analysis, optimisation and layout production of 
microwave circuits that can be represented by transmission lines, lumped elements or equivalent 
circuit parameters. This software package can be useful in the design process of a beamforming 
network constituted by RF switches and phase shifters. The connection between the two software 
packages can be established as follows. Once the control devices of a beamforming layer are 
designed, they can be represented in terms of scattering matrix parameters and accommodated in 
Ensemble™ simulations using its black box utility. Using black boxes in conjunction with the power 
dividing network and radiating elements, Ensemble™ should be able to fully predict the radiation 
pattern of the array antenna prior to its manufacture. This strategy is demonstrated in the design 
example of a 12-element circular phased array. 

II. CAD AND CAM OF A PLANAR PHASED ARRAY 

Figure 1 illustrates details of the proposed integration between CAD and CAM tools in the design and 
development of a multi-layer phased array in microstrip technology. As seen in Figure 1, there are two 
streams in the proposed CAD design. In the first stream, HP-EESof Touchstone™ is used for handling 
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the analysis and design of switches and phase shifters in the beamforming layer. In the second stream, 
Ensemble™ is used to analyse a multi-layer microstrip patch antenna layer. The integration between 
the two CAD tools takes place via the translation of S-parameter-to-black box from Touchstone™ to 
Ensemble™. 

CAD and CAM of Multi-Layer 
Microstrip Phased Array 

CAM 

Fig. 1. Proposed integration of CAD and CAM 
tools in the design and development process of a 
planar phased array using microstrip technology. 

Fig. 2. Configuration of a phased array antenna: 
(a) schematic representation, and (b) Ensemble 
generated physical layout of a 2-ring 12-element 
circular phased array— isometric view. 

The design commences with the modeling of impedance control devices, which in the present case 
employ a PIN diode. To this purpose, the diode is tested at two biasing conditions representing ON 
and OFF states. Once the scattering matrix parameters are obtained, they are fed into the simulation 
engine of Touchstone™, which generates numerical values of circuit parameters of the diode. Once 
the values of the diode circuit model are obtained, RF switches and phase shifters are designed using 
optimisation routines of Touchstone. The optimisation parameters involve return loss, insertion loss 
and a given value of phase shift over a selected frequency band. Having obtained optimal performance 
of switches and phase shifters, their S- parameters are translated to Ensemble™ using its black box 
facility. 

In Ensemble™, a radiating layer is modelled first. In the present case a single aperture coupled patch 
antenna is analysed until a satisfactory performance in terms of return loss, radiation pattern, gain and 
ellipticity (for circularly polarised element) is obtained. When there is satisfactory performance over a 
given frequency band, the element is replicated in an array. The next step is to obtain a feed network 
in a lower layer of the array structure, which should conform to the size and location of antenna 
elements. Constraints introduced by the actual size of phase shifters and switches are taken into 
account. This process is made easier by the helpful transparent multi-layer view of the overall circuit 
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layout, as offered both by Ensemble™ and Touchstone™. Provided that there is physical alignment of 
patches, apertures and transmission lines in the beamforming layer, the analysis of the entire array in 
terms of return loss and radiation patterns proceeds next. At this stage, the transfer of S-parameters of 
control devices is already established and the complete multi-layer array performance can be 
simulated using the Ensemble Simulation Engine (ESE). Using ESE, 2-D and 3-D radiation patterns 
(including axial ratio) and an overall gain as a function of frequency and scan angle can be produced. 
Usually this analysis is time consuming if a multiple frequency scan is required and so the required 
calculations are performed only at selected frequency points such as the middle, lower and upper 
frequency points of a given band. 

After achieving a satisfactory performance over the band, the multi-layer layout can be generated in a 
suitable format for fabrication using CAM. This task is achieved via suitable translation software. In 
the present version the array layout is stored using Ensemble BGF files. The usual way is to make the 
translation to AutoCAD DXF files or the more widely adapted Gerber format files. This is 
accomplished using another commercial translation software available from Ansoft or other vendors. 
Alternatively, the layers are re-drawn using HP-EEsof Academy Layout™ leading automatically to 
Gerber or other popular CAM formats. Having obtained suitable layout files, the phased array layers 
can be etched using suitable substrates. Alternatively, Quick Circuit™ or another equivalent milling 
machine can be used for the same purpose. 

HI. PHASED ARRRAY DESIGN AND DEVELOPMENT 

The schematic diagram of a multi-layer phased array antenna in microstrip technology, which has 
been considered here, is shown in Figure 2(a) and its isometric view used in Ensemble is shown in 
Figure 2b. The array formed by two rings of 4 and 8 elements is designed for use with the Australian 
Mobilesat [4]. In this configuration, radiating antenna elements are in a top layer. The slotted ground 
plane of the beamforming network PCB is facing upward and separated by a foam layer from the 
radiating layer. The beamforming network, which is comprised of power splitters/combiners and 
phase shifters, is facing downwards. The PCB rests upon a baseplate separated with another foam 
layer. All layers are fastened together with screws and ring spacers. The ring spacers also help to 
keep uniform separation between layers. In Figure 2b, different phase shift bits are represented by 
black boxes, which carry the information about the calculated or measured S-parameters of these 
devices. In the present case, 3-bit phase shifters including 180°, 90° and 45° bits are used [4]. These 
phase shifters are designed using HP-EESof Touchstone™. First single prototypes of these devices 
are developed and tested and their measured results are included in the simulation of the entire 
beamforming network. This procedure allows for more realistic simulation of the beamforming 
network and is achieved using the measured S-parameters of these circuits instead of simulated ones. 
Calculations of the required phase shifts in order to radiate power in a given direction are obtained 
here using software written by the authors. 

IV. RESULTS 

Following the proposed design strategy, the single patch antenna element was developed and tested. 
Designed for 1.6GHz, the aperture coupled circular patch antenna element is 84 mm in diameter. The 
Ensemble simulated return loss (RL) revealed that this antenna element is well matched within the 
frequency band of 1.55-1.65 GHz, a result further confirmed experimentally. The gain was found to 
be not less than 8.5 dB over the frequency band. 

Once satisfactory results from the antenna elements were achieved, the complete phased array antenna 
with the beamforming network including phase shifters and power dividers was simulated. The 
assumed inter-element spacing was 100 mm (between center-to-center of the adjacent patches). The 
Ensemble simulated 2D gain patterns of the 12-element circular phased antenna array [c.f. Figure 2b] 
are shown in Figure 3. As seen in the 2D gain patterns plot of Figure 3, the far field gain patterns are 
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calculated at 45° elevation at two frequency points 1.55 GHz and 1.65 GHz. The peak gain of the 
phased array antenna is approximately 15 dB at 45° elevation with sidelobe levels of less than 10 dB 
down from the main beam. This predicted gain pattern also shows reasonably low sidelobes across the 
entire 360° azimuth angles. Both patterns were found to agree well with the measured radiation 
patterns when the developed antenna was tested in an anechoic chamber [4]. 

Fre-q 
Far Field Pattern 

1.SS000 GHz, Scan fingle - 0.000 Far Field Pattern 
- L.65000 GHz, Scan Angle 8.00a 

(a) (b) 

Fig 3. 2D far-field gain pattern plots of the 2-ring 12-element circular phased array at (a) 1.54 GHz 
and (b) 1.65 GHz. 

V. CONCLUSIONS 

A practical design procedure for planar phased array antennas using CAD tools has been presented. In 
this procedure the commercially available antenna design package Ensemble™ of Ansoft and the 
microwave circuit design package HP-EESof Series IV have been used. Ensemble™ has been applied 
to design antenna elements and to predict the performance of the entire array. HP-EESof has been 
used to design phase shifters in the beamforming network. The link between the two design packages 
has been achieved using the black box tool of Ensemble. Satisfactory performance of the phased array 
antenna has been achieved prior to its manufacturing. 
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Summary 
The paper concerns with the optimal design of an 
inductive source array for inhomogeneous medium. 
The optimally designed array maximizes the response 
from an unknown inclusion in a known inhomoge- 
neous reference medium. The problem is formulated 
as an optimization problem for array currents. This 
optimization problem is reduced to generalized eigen- 
value problem and solved numerically. The source ar- 
ray can be hardwired or can be simulated using sim- 
pler source data. To illustrate the technique, we con- 
sider borehole source array designed for detecting a 
resistive bed using electromagnetic measurements in 
the borehole, when the invasion zone is highly con- 
ductive. The problem is known to be difficult for 
logging application. Comparison of the fields gener- 
ated by the conventional and optimized sources show 
tremendous increase in depth of field penetration. 

Introduction 
Optimal resolution of electromagnetic images re- 
quires proper design of the applied sources. An ap- 
proach to source design for direct current measure- 
ments was developed in [1, 4]. We have shown in 
[2, 3], that inversion algorithms with such optimized 
data can be computationally efficient. Dealing with 
an array of inductive sources, their amplitudes can 
be modulated using this techniques to optimize the 
perturbation response. This procedure is described 
below. 

Formulation of the problem 
Let a domain Q, be characterized by a dielectric per- 
mittivity e, a magnetic permittivity fi, and an electric 

conductivity a. We assume that \i = ßo everywhere, 
where no is the magnetic permittivity of free space, 
while the permittivity e and the conductivity a are 
spatially varying functions. Now assume that n mag- 
netic source dipoles are confined to some subdomain 
fio of the domain Q. The domains ti and fio can 
be defined in various ways, depending on the partic- 
ular application desired. For the numerical simula- 
tion shown below, Q will be a three dimensional sub- 
surface domain intersected by a fluid filled borehole 
which defines fio- We need make no special assump- 
tions concerning the particular geometry of fio- In 
the regions containing the magnetic time harmonic 
sources Jm, the Maxwell's equations are 

V x E + ifiuH = —Jm, 

V x H - (a + ieu)E = 0. (1) 

The goal of geophysical imaging is to measure the 
fields H in flo which are induced by a set of sources 
Jm and subsequently deduce the spatially varying 
function a. We will try to maximize the resolution of 
a vis-a-vis a particular a-priori model by optimizing 
the magnitudes and phases of the impressed magnetic 
currents. 

Suppose that the background medium is character- 
ized by the conductivity distribution ao, with the 
fields EQ and H0, generated by the same magnetic 
currents Jm. These fields satisfy the same equations 
(1) with the conductivity cr0. Let the generated re- 
sponse at the receivers due to Jm be Ho- The dif- 
ference between the measured and calculated fields 
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vectors of measured fields for the media a and a0. 
Prom linearity of the equations (1), it follows that an 
arbitrary current J and measured fields H , H0 are 
related through linear operators La and Lao : 

10     12     14 

Dipole index 

Figure 1: A cross-section of the model (top) and 
the optimal distribution of the moments of magnetic 
dipoles (bottom). 

is due to the difference in conductivity distributions 
corresponding to the real and background medium. 
Hence, we formulate the problem of determining the 
optimal impressed magnetic currents as determining 
the magnetic moments of the dipoles which maximize 
the difference between the measured field due to the 
real medium and the field calculated from the a-priori 
model: 

I=\\H-H0 (2) 

The problem (2) is homogeneous, and the applied 
currents Jm should be constrained. With the chosen 
system of constraints the problem (2) can be reformu- 
lated as a generalized eigenvalue problem. We con- 
strain the norm of background response due to the 
applied currents in ([5]) for optimization of transient 
currents. Here we consider I2 constrain for the vec- 
tor of the intensity of the currents which leads to an 
eigenvalue problem. 

Optimal system of magnetic dipoles 
The optimal magnetic moments of the array of 
dipoles which maximize the perturbation of the mea- 
sured field due to the perturbation of the conduc- 
tivity distribution are obtained as a solution of the 
optimization problem (2). Assume that the n dipoles 
are indexed by i and that J = \ji,J2,—,jn]T is a 
vector of magnetic moments. The generated field is 
measured using m dipoles.   Let H and H0 be the 

H = La J,    and    H0 = LaoJ (3) 

We consider the case when the number of transmitter 
dipoles is equal to the number of receiver dipoles and 
introduce a set of basis vectors {J^}, k — 1, ...,n, by 
^> = bf UV.^F , where 

n (*) -{l: 
if i = k 
otherwise (4) 

Thus the basis vector j(fc) defines a unit magnetic 
current at transmitter dipole k. 

With these basis vectors and the corresponding mea- 
sured vectors of the magnetic fields, HW, H^, the 
matrices Z and ZQ of the operators La and Lao im- 
mediately can be written as the matrices of columns: 

Za = {H^,H^,...,H^},   HW=LajW,    (5) 

Zao = {H^,H^\...,Hin\   HW=L„0JW,   (6) 
where A; = 1,..., n. Since the basis vectors {j(*)}, k = 
1,..., n, span the space of all dipole magnetic current 
distributions generated by this dipole system, we can 
consider any current J distributed among the trans- 
mitters in the array as a weighted sum 

J = T,hJ{k)  where   £j\ = 1 . (7) 
k=\ k=\ 

The weights jk are normalized to 1 to provide a basis 
for comparing different dipole arrays, since for any 
arbitrary array more transmitter power will of course 
lead to a greater field response. 

For a magnetic current J the field vector given by 
the background a0 is JETo = ZaoJ, while the vector of 
the field measured over a is H = ZaJ. Then {Za — 
Zao)J represents the vector of the anomalous field. 
Suppose we wish to find a source J which maximizes 
the response of a perturbation a — <r0 about an a- 
priori conductivity model aQ. The problem (2) can 
be written as 

A =      max      \\(Za - Z„0) J || . (8) 

This problem can be reduced to an eigenvalue prob- 
lem for the matrix Za — Zaa, 

A =   max 
V\\ (9) 
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Figure 2: Cross-plots of the amplitude of Hz for the Figure 3: Cross-plots of the amplitude of Ey for the 
optimal weighting (top) and uniform weighting (bot- optimal weighting (top) and uniform weighting (bot- 
tom). The frequency of excitation is 1 kHz. The torn). The frequency of excitation is 1 kHz. The 
contours are in units of .1 milliAmps/m. contours are in units of .01 mV/m. 

Solution of the problem is given by a set of eigenvec- 
tors Jk with the eigenvalues A* such that 

where |X| 
cally [6]. 

Ä Jk = {Za - Zao ) Jk  , (10) 

A. This problem can be solved numeri- 

The equation (10) shows that the moments of the 
optimal dipole array {Jk}, being a solution of the 
eigenvalue problem (8), are proportional to the val- 
ues of the measured field difference. The magnetic 
current Ji, which corresponds to the maximal eigen- 
value Ai, gives the most information about the differ- 
ence a—CTO- The remaining eigenvalues form a mono- 
tonically decreasing sequence: Ai > A2 > A3 > .... 
Using the magnetic currents corresponding to these 
subsequent eigenvalues will reveal more information 
about the model if the data is noise free, although the 
amount of information gained will diminish with each 
successive eigenvalue. If the data have noise, then 
only the eigencurrents corrsponding to the eigenval- 
ues Aj that are greater than the noise level contain in- 
formation about the conductivity difference a—ao- In 
this case, using eigencurrents for i > N will not lead 
to useful information concerning difference a — UQ. 

Numerical simulation 
We demonstrate the efficacy of our technique for im- 
proving the resolution and increasing the depth of 
penetration for a model which is well known to have 
poorly resolved parameters. An array consisting of 
15 vertical magnetic dipoles was placed in the bore- 
hole with aim interval. The surrounding earth was 

modeled as a three layered structure with the resis- 
tivities 10 ohm.m, 100 ohm.m, and 10 ohm.m. The 
resistive 100 ohm.m bed was assumed to have a con- 
ductive 1 ohm.m invasion zone. In this situation, the 
currents usually concentrate in the invasion zone, and 
the induced current is minimal in the region of the re- 
sistive bed. That is why this resistive bed is difficult 
to detect with conventional sources. 

We assumed that we know the geometry of the in- 
vasion zone, but not the conductivity structure be- 
yond the invasion zone. Hence we assumed as a back- 
ground a 10 ohm.m earth with a known invasion zone. 
We calculate numerically the responses of the back- 
ground medium and of the real medium using a for- 
ward integral equations algorithm [8]. Then we cal- 
culate the distribution of the fields inside the earth 
outside the borehole and compare these distributions 
for the fields generated by the optimized source and 
by an array with uniformly distributed moments. 

The optimal inductive source was designed specially 
for every model using the developed approach. It 
is the moment pattern that maximizes the response 
from the target inclusion, solving the problem (8). 
Figure 1 presents the cross-section of the model used 
in numerical simulations, and the optimal distribu- 
tion of the magnetic moments. Figures 2 and 4 (3 
and 5) show the distribution of the amplitude and 
the phase of the vertical component of the magnetic 
field (and horizontal component of the electric field) 
inside the earth, due to the optimal source and due 
to the uniform array. It is clear from the figures why 
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Figure 4: Cross-plots of the phase of Hz for the opti- Figure 5: Cross-plots of the phase of Ey for the opti- 
mal weighting (top) and uniform weighting (bottom), mal weighting (top) and uniform weighting (bottom). 
The frequency of excitation is 1 kHz. The contours The frequency of excitation is 1 kHz. The contours 
are in mrad. are in mrad. 

this model is considered to have very poor resolu- 
tion: currents due to the conventional array do not 
flow into the resistive layer, being concentrated in the 
very conductive invasion zone. The optimized source, 
on the contrary, pushes the fields away from the bore- 
hole, penetrating much deeper into the resistive bed. 

Conclusions 
The optimized source is constructed on the basis of a 
system of magnetic dipole sources which maximizes 
the measured response from the unknown inclusion of 
different conductivity. It is shown that this optimal 
source concentrates the energy of the scattering cur- 
rent in the region of the inclusion. Numerical simula- 
tions with models well known for their low resolution 
show that the optimized source is able to increase 
tremendously the depth of the field penetration. 
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Abstract—Custom design of wideband digital array pat- 
terns requires a systematic approach to mapping design 
specifications to a program understandable by optimiza- 
tion engines. We show that, like in the narrowband case, 
wideband array patterns are closely related to multidimen- 
sional FIR filter responses, suggesting the adaptation of 
powerful and efficient filter design techniques to the array 
problem. Previously reported FIR filter design techniques 
are then applied to an example array-pattern design. 

I. INTRODUCTION 

With the continued evolution of computing power, wide- 
band digital antenna arrays have traversed the chasm be- 
tween yesterday's impracticality and today's reality. In- 
creasingly, the traditional analog delay elements are be- 
ing replaced with digital filters operating on data sampled 
at each element. The accompanying increase in compu- 
tation complexity is offset by the precision and flexibility 
inherent in DSP. Fully realizing the power of a digital im- 
plementation, however, requires calculating optimal filter 
coefficients custom tailored to the system at hand. The 
powerful and efficient optimization engines [1,2] that are 
required exist and often have convenient interfaces to the 
popular MATLAB software. What remains is to transform 
design specifications into a form usable by the engines. 

The goal of this paper is not to argue for particular con- 
straint choices or design strategies, as in [3], but rather to 
illustrate approaches to efficiently mapping common con- 
straints to a form suitable for passing to a convex program- 
ming engine. This framework extends previous results de- 
rived for the design of single [4,5] and multidimensional 
[6] FIR filters and narrow- [7] and wideband [8] arrays. In 
the sequel we derive the wideband array pattern and show 
how pattern design relates to the design of FIR filters. We 
then use a sample design to demonstrate the construction 
of an optimization program from design specifications. 

II. ARRAY PATTERN DEFINITION 

Consider, as a function of position x and time t, the 
complex field U(x,t) = e&*(-"-*+f*) 0f a monochro- 
matic plane wave with spatial frequency (propagation 
direction) vector v and temporal frequency /. The 
Helmholtz equation relates spatial and temporal frequen- 
cies by l/l = c||«||, where c is the speed of propagation, 

This work was supported by the Office of Naval Research through its 
program in Operations Research and through its Base Program at the 
Naval Research Laboratory. 

but it will be convenient to defer enforcement of this con- 
straint until later. The output of an antenna element at po- 
sition x is then the time function y(t) = G(v,f)U(x,t), 
where G(v, f) is the complex gain of the element as a 
function of spatial and temporal frequency. The summed 
output of an array of multiple elements located at positions 
x € X is then 

We now define the array pattern as a function of v and / to 
be the ratio of the array output to the output U(0, t) of an 
isotropic element located at the origin: 

ff(t,,/)=5>x(«,/)e->2* (1) 
xe* 

This can be viewed as the Fourier transform on the four 
dimensional spatio-temporal variables (x,t) to transform 
variables (v, f) of 

fc(a:,t) = ]>>x(:E-:M), (2) 

which is often a convenient way to visualize the relation- 
ship between array geometry and the array pattern. 

Equation 1 is defined for all values of (v, /), which cor- 
responds to the response to plane waves propagating at all 
speeds c e [0, oo). Usually we are interested only in the ar- 
ray response to incident plane waves traveling at the speed 
of propagation c in free space, obtained by restricting the 
domain to the cone defined by |/| = c||w||. The more gen- 
eral characterization is convenient due to the Fourier trans- 
form relationship between the array pattern and the spatial 
and temporal definition of the array. 

Although spatial frequency vector v is convenient math- 
ematically for specifying points on the array pattern, in 
practice array specifications are given from the array's 
perspective in terms of normalized look vector l/\\l\\ = 
—1>/||«|| or in terms of angular offsets from a reference di- 
rection. Restricting our attention to two spatial dimensions 
provides the simplest meaningful visualization of the cone 
l/l = c||w|| (shown in Fig. 1(a)) that defines the domain of 
physical plane wave parameters. At any given frequency /, 
look vector Hies on a circle of radius |/|/c = 1/A, corre- 
sponding to a 360° field of view from the array. Defining 
angle 9 by sin(0) = WII'll- we see mat on a semicircle 
(Fig. 1(b)) either 6 or lx uniquely defines I. (In three di- 
mensions the circle becomes a spherical surface with two 
angles uniquely identifying I on a hemisphere.) 
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(a) The cone of physical look directions. 

(b) A two-dimensional slice at one frequency. 

Fig. 1. Restricting the array-pattern domain. 

III. AN EXAMPLE DESIGN 

In this section we present an example design similar to 
that in [3] to illustrate some of the possible types of spec- 
ifications for wideband array patterns. We will restrict out 
attention to a linear array of isotropic antenna elements 
uniformly located along the x-axis of a two-dimensional 
space, reducing the total dimension of (x,t) to three and 
simplifying visualization. 

The frequency response at each element is assumed to 
be that of an FIR filter, the set of which are to be designed. 
Without substantial loss of generality, let the set of element 
locations be X = {fcdei : k = -K,..., K} and the set 
of filter delays be T = {nT : n = -N, ...,N}, with unit 
vector en = (1, 0)T. The array pattern is then 

H(v,f) = EE^»e"iMh'd+"/T)-        (3) 
k     n 

where v = (vx, vy)
T. This is the response of a two- 

dimensional FTR filter in three dimensions and is not a 
function of vy since the array has no extent in the y di- 
mension. The array pattern is periodic in the other two 
directions, with period 1/T in frequency / and period 1/d 
in spatial frequency vx. Usually we want the total range 
of vx to be no greater than 1/d, so that the pattern can 
be uniquely specified for all look directions, thus avoid- 
ing undesired grating lobes. Since a 180° field of view 
at positive frequency / corresponds to vx e [—f/c, f/c], 
this requires the familiar d < c/2f = A/2 for the high- 
est frequency of interest. Likewise, 1/T should be chosen 
larger than the desired instantaneous bandwidth of the ar- 

ray. Of particular importance is that (3) is linear in the 
coefficients {ck,n} (and would be even with arbitrary el- 
ement locations), permitting many common constraints to 
be expressed as upper bounds of convex functions of the 
coefficients. This in turn allows design of the array pattern 
using convex optimization tools [4,9,10] 

Since the element locations and filter delays are sym- 
metrically located, if the FIR filter coefficients obey the 
symmetry c-f.-n = c£ „, then the array pattern (3) is real- 
valued (a linear-phase response). This not only reduces by 
one half the number of variables to optimize but can be 
exploited to reduce real-time computation requirements as 
well. Unless a specific (nonlinear) phase response is de- 
sired, these significant benefits come with no ill effects. 

The example system parameters are as follows. The RF 
center frequency is 1.25 GHz, the system bandwidth is 
B = 400 MHz, and the data rate is 1/T = 500 MHz. The 
array is composed of 15 identical isotropic elements, each 
feeding an 11-tap, complex-coefficient, nonlinear-phase 
FIR filter with the filters obeying the symmetry discussed 
above. The spacing D between the elements is one half 
wavelength at the highest in-band frequency of 1.45 GHz 
in order to suppress grating lobes at all in-band frequen- 
cies. The pattern is designed to point to 45°. 

The specifications for the optimization follow, repre- 
senting the pattern as an explicit function of angle 9: 

min. a 

s.t.  f        f       \H(9J)\2d0df<a (4) 

\H{0, f)\ < 10-25'20, 9 € 0sl, / G Jpb        (5) 

1/ |2T(*m,/)-/?m|24f<10-M/1°, 
B Jf€Tph (6) 

m = 1,... ,M 

m 

££K»|2<e (8) 
fc     n 

The optimization was performed in a few minutes using a 
convex programming engine [1] under MATLAB. The re- 
sulting response of the array pattern versus angle and fre- 
quency is shown in Fig. 2. The following sections explore 
the purpose and construction of the above specifications. 

A Sidelobe constraints 

The sidelobe region is shown as the shaded region in 
Fig. 3(a). It consists of afull 180° field of view over the en- 
tire band minus a constant width in angle. Constraints (4) 
and (5) limit the L2 and L^ norms over this region. The 
Loo constraint, ensuring all sidelobes lie below -25 dB, 
(5) is straightforward to construct. We grid along both 
frequency and angle, and at each grid point in the side- 
lobe region two linear constraints are used to bound the 

490 



-90  -75  -60  -45  -30  -15     0     15    30    45    60    75    90-2-1.5-1-0.5   0 
angle (degrees) dB 

Hg. 2. Optimized wideband array pattern. The upper-left plot shows cuts across angle, and the lower-right plot show 
cuts across frequency. 

magnitude of the (real) response. The grid spacing is cho- 
sen small enough that the array pattern cannot exceed the 
bound significantly between the grid points. For this ex- 
ample, experimentation yielded a grid spacing of 1/32T 
in / and approximately 1/128D in vx. 

Constraint (4) and the linear objective a together mini- 
mize the energy (squared L-i norm) in the sidelobes, sub- 
ject to the other constraints. The left side of (4) represents a 
quadratic form in the FIR coefficients, but it requires com- 
putation of the integral to find the quadratic kernel needed 
by the optimizer. This could be approximated by a double 
Riemann sum on a grid, with the resulting tradeoff between 
grid density (computation) and accuracy. Here we choose 
a intermediate approach. We use the test-input approach of 
[5] to formulate the inner integral exactly, while approxi- 
mating the outer integral with a summation. 

At any fixed frequency /, (3) represents the response in 
the variable vx of a one-dimensional FIR filter with coeffi- 
cients that are linear combinations of the array coefficients 
{c*,n}- If we consider a zero-mean, wide-sense station- 
ary spatial random process input with temporal frequency 
/ and spectral density Sm (vx, /), the output power is 

"out (/) = j \H{vx, f)\
2SiD(v*,f) dvx.        (9) 

The resulting quadratic kernel can be computed exactly 
and efficiently when the input density is specified in terms 
of weighted and shifted basis functions as detailed in [5]. 
To obtain the inner integral of (4), choose 

Sin(vx,f) 
9 € 0si /cos(S)' 

0,    otherwise. 

which effects the change of variable vx = - sin(0)//c -)■ 
9. The double integral is now approximated by the sum 

pont = Y, f \H{vx,fi)\2SiD(vx,fi) dvx A/ 

= W   \H{e,n)\2dßM 
i  -/e€esi 

over the grid of frequencies {/*} with spacing A/. 

B. Mainbeam Constraints 

Figure 3(b) is a blowup of the mainbeam cutout region 
of Fig. 3(a). The central shaded region represents angles 
at which we wish to control the frequency response of the 
array. We want the frequency response at each angle on the 
shaded portion of the grid (indicated by the vertical lines) 
to be flat while still allowing the beam to rolloff with angle. 
To accomplish this we allocate auxiliary variables {ßm}, 
one for each angle, to act as floating nominal-gain levels. 
For each angle then we approximate the left-hand side of 
(6) with the Riemann sum 

Yt\H(9m,fi)-ßm\2Af 

over the grid of frequencies {/,-} with spacing A/. The 
resulting constraints ensure that the frequency response 
at each angle 9m closely approximates ßm. The average 
mainlobe gain is then found by averaging the {ßm}, lead- 
ing to a single linear equality constraint (7). 
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(a) The sidelobe constraint region. The horizontal lines on the 
shaded region represent the power distributions of narrowband 
spatial inputs on a grid of frequencies. 

(b) A blowup of the mainbeam cutout The mean square frequency 
response error along each vertical line in the shaded region and the 
average of the nominal gains for each are constrained. 

Fig. 3. Sidelobe and mainbeam constraint regions. 

C. Nomisible Sidelobe Constraint 

Constraints (4) and (5) both limit the array pattern over 
the sidelobe region corresponding to a 180° angular extent 
(the visible region) for in-band frequencies. By design, this 
region lies within one period of the array-pattern response. 
Shown in Fig. 4 is the projection of the visible region onto 
a 1/D-by-l/T rectangle in the (lx, f) plane. The white re- 
gion, comprised of the out-of-band and nonvisible regions, 
is not directly constrained, possibly resulting in extreme 
behavior of the array pattern. While this will not affect the 
response to an in-band plane wave, it will affect receiver 
noise. A simple solution is to limit the total power result- 
ing from white inputs to the FIR filter of each element. A 
modest limit will prevent extreme responses but have mini- 
mal effect on the visible region. Constraint (8) then results 
from applying Parseval's relation to obtain a simpler ex- 
pression for this special case. 

IV. CONCLUSIONS 

We have shown that under appropriate conditions the 
response of a wideband array can be seen as a four- 

1.5 
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-1/2D 0 
1 

1/2D 

Fig. 4.   Projecting the cone onto the (lx, f) plane shows 
the nonvisible response region (in white). 

dimensional Fourier transform, complicated by the restric- 
tion of the four-dimensional spatio-temporal frequency to 
a four-dimensional cone, effectively removing one dimen- 
sion. The remaining three dimensions are equivalent in 
combination to temporal frequency and the two usual spa- 
tial pointing angles. This result suggests adapting filter de- 
sign strategies to array design, particularly efficient ways 
to calculate the quadratic kernel on an L2 constraint. In the 
example we adapted the test-input approach for Li con- 
straints [5] to reduce a two-dimensional Riemann sum to 
a one-dimensional sum of exact integrals. This can be ex- 
tended to multidimensional test inputs (as in [8]) to avoid 
gridding at all, with the caveat that the required autocorre- 
lation functions can become difficult to compute exactly. 
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Abstract: A density taper design procedure, which allocates the element positions in a hex array to 
reduce near-in side lobe levels, is investigated. This procedure adjusts the element positions to simulate a 
Taylor amplitude distribution function. This technique can be used in single power amplifier design (for 
every element) of transmit phased array with reduced co-channel interference. Since no attenuation of 
amplifier output power is required, this technique has higher power efficiency than the amplitude taper 
technique. The performance of this density taper technique is compared to that of a Taylor amplitude 
taper technique. 

Introduction: Transmit phased array (TPA) technology is critical for future military and commercial 
satellite communication systems. These systems will be used to transmit broadband multimedia 
communication traffic. Such traffic demand is not uniformly distributed across the field of view. TPA 
technology is key to efficiently placing antenna coverage according to traffic demands. Steerable antenna 
beams combined with a variable dwell time pointing strategy is the optimum solution to varying non- 
uniform traffic demands. Placing multiple antenna beams on areas of peak demand will maximize traffic 
transfer around the entire communication network. Low side lobe level (SLL) is a highly desired TPA 
characteristic to reduce co-channel interference (CCI). CCI is the main source of system interference in a 
multiple-beam frequency-reuse space-based communications system (other interference sources are 
adjacent channel interference, adjacent system interference and cross polarization interference). CCI (and 
thus SLL) needs to be controlled to minimize Bit Error Rate (BER) and hence maximize the channel data 
rate and system capacity. 

A typical planar hex array with uniform excitation amplitude and phase will produce approximate -17 dB 
near-in SLL as shown in Fig. 1(a). Also shown in Fig. 1(a) are the six grating lobes, which are a direct 
consequence of the periodicity and occur independently of any chosen amplitude distribution across the 
array. Side lobes can be lowered by employing tapered array illuminations, but this is accompanied with 
some disadvantages [1]. (1) In single power amplifier implementation of amplitude taper, the power 
efficiency is poor (~ 10%) thereby consuming more spacecraft power and burdening thermal 
management systems. Or, (2) in multiple power amplifiers implementation of amplitude taper, the cost is 
high because it requires design of multiple power amplifiers. Alternatively, the density-tapered array, in 
which the spacing between elements varies across the array following some prescribed criteria, can 
achieve lower side lobes while maintaining an uniform excitation amplitude for each element. Thus, the 
two disadvantages are removed in the density-tapered array. In this study, we explored the design 
procedure for density taper technique based on Taylor amplitude distribution functions for circular 
apertures [2,3]. 

Analytical Approach of Density Taper Technique: Array synthesis problems are approached by 
sampling the discrete array elements in such a fashion that the array aperture follows a prescribed 
illumination function. In the amplitude taper approach, the element spacing is uniform and the element 
excitation is weighted according to the illumination function as illustrated in Fig. 2(a). In the density 
taper approach, the element excitation is kept uniform and the element spacing is weighted according to 
the illumination function as illustrated in Fig. 2(b); thus the average power density will follow the 
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illumination function. In this study, Taylor amplitude distribution functions for circular apertures [2,3] 
were chosen as the illumination function. Our study cases are hex arrays of 271 elements arranged in 10 
rings (with ring 1 containing 1 element), with half-power beamwidths (HPBW) of 1.53° at boresight. For 
the purpose of comparison, the contour plots and the pattern cuts at boresight and 9° scan for a hex array 
with Taylor amplitude taper are shown in Figs. 1(b) and 3(b) respectively. 
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Fig. I. Comparison of boresight antenna patterns for hex arrays with different taper techniques. In each 
case, the HPBW = 1.53°. The solid and dashed lines in the pattern cuts are the E- and H-plane cuts 
respectively. 

In the density taper scheme, since each element has the same amount of input power, the basic criterion is 
to allocate this element with an area such that the average power density delivered by it closely resemble 
a Taylor amplitude distribution function. This can be regarded as a discrete simulation of a continuous 
illumination function. Our design procedure is: 
1.   choose the maximum allowed radius, r^, for the array, and initial element spacing, d; 
1.   for ring 1, set rt = 0, number of element = 1; 
3.   determine the radius of each ring by 

rn+i = rn + HO 
where rn is the radius of the n-th ring, and f(rn) is Taylor amplitude distribution at rn; 

4. the number of elements in the n-th ring is equal to 6 x (n -1); 
5. determine the coordinate of element i in either hex or circular arrangement; 
6. perform computation to determine antenna properties. 
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Fig. 2. (a) Illustration of a hex array layout of uniform excitation amplitude TPA and amplitude-tapered 
TPA. (b) Illustration of a density-tapered hex array. The element spacing gradually increases from inside 
out. 

This procedure is similar to the graphical method suggested by Lo et al. [4-6], and the results from these 
two procedures are comparable. 
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Results and Discussion: The contour plots and the pattern cuts at boresight and 9° scan for a hex array 
with density taper using the aforementioned procedure are shown in Figs. 1(c) and 3(c) respectively, and 
the antenna properties are summarized in Table 1. It is shown in Table 1 that the density taper technique 
offers similar antenna performance as the amplitude taper technique. The decrease of directivity in the 
density taper case is due to the constraint of HPBW = 1.53°, which restricts the aperture size. However, 
the 9° scan loss for density taper case is -0.86 dB, that is more favorable compared with -1.22 dB loss in 
amplitude taper case. The near-in SLL is the peak SLL within 10° for the boresight, and within 19° for 
the 9° scan. 

Boresight 9° Scan 
Uniform 

Amplitude 
Amplitude 

Taper 
Density 
Taper 

Uniform 
Amplitude 

Amplitude 
Taper 

Density 
Taper 

Aperture Size (A,2) 1145.21 1350.58 1329.75 1145.21 1350.58 1329.75 

HPBW (°) 1.53 1.53 1.53 1.55 1.55 1.55 
Directivity(dBi) 40.51 40.89 39.42 39.45 39.67 38.56 
near-in SLL (dB down) -16.73 -23.13 -23.28 -16.28 -22.57 -19.41 

Conclusion: A design procedure for a density-tapered hex array proposed in this work is able to reduce 
the SLL to the level as in the amplitude taper case. This procedure offers comparable results as the 
graphical method suggested by Lo et al. [4-6]. This technique can be used in single power amplifier 
design (for every element) of transmit phased array with reduced co-channel interference. Since no 
attenuation of amplifier output power is required, the density taper technique has higher power efficiency 
than the amplitude taper technique. 
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1. Introduction 
Array antennas with sub-array architecture are commonly employed in phased array 

systems. In order to operate over wide instantaneous bandwidth, such arrays are time-delay 
steered with digital time delays introduced at the input of each sub-array. Phase shifters in each 
sub-array set the element phases such that each sub-array has the correct phase slope at the center 
frequency of the instantaneous operating bandwidth (for the central beam, if multiple beams are 
to be generated). For broadside radiation, the grating lobes of the array factor (of sub-arrays) are 
multiplied by the broad pattern of each sub-array. If the resulting sidelobe level is not satisfactory 
for the case of uniform sub-array distribution, it is possible to choose different aperture 
distributions for each sub-array, e.g. to make the entire array distribution correspond to that of a 
Taylor or Dolph Chebyshev distribution. There are two scenarios where sidelobe performance 
may be poor. 1) At the center frequency of a wide instantaneous bandwidth the desired antenna 
pattern may be synthesized. With the use of time delay steering, the array factor maintains a good 
pattern at band edges but for a change in beamwidth. The pattern of each sub-array squints due to 
the use of phase shifters. Therefore the overall pattern shows a loss in peak gain as well as 
degradation in sidelobes 2) If multiple beams are to be formed in the receive mode by a digital 
beam former using complex weights at sub-array level, poor sidelobes result for outer beams if 
the phase shifts of each sub-array were set for the central beam. These two effects were discussed 
previously [1]. 

In this work, we examine the use of overlapped sub-arrays for improving the sidelobe 
performance. All the computations assume a linear array of 64 elements with a half wavelength 
spacing at the center frequency. The array is divided into 8 equally spaced sub-arrays with 8 
elements for each sub-array. Time delay steering is employed at the sub-array level and elements 
of each sub-array have phase shifters that are set at the center frequency for the central beam. Fig. 
la and lb show schematic representations of the array for the non-overlapping and overlapping 
architectures respectively. Only four elements per sub-array are shown for simplicity. 

2. Analysis and discussion 
2.1   Performance at edges of a wide instantaneous bandwidth 

Mailloux [1] has given the patterns of the 64-element array that is time-delay steered to 45  from 
broadside. The time-delays are applied at the sub-array levels with element phases set to maintain 
the correct phase slope at the center frequency. At a frequency 10% away from the center 
frequency the sidelobe level relative to the main beam peak is found to be at -7.55 dB. 
Optimization of the sidelobe level as a function of complex weights of sub-array inputs will 
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produce only a small improvement since the phases have to be fixed to maintain the beam peak at 
the desired location. 

Overlapping sub-array architecture has been employed in limited scan array applications 
in which scanning is achieved at the sub-arrays level [1]. In order to suppress the grating lobes of 
the array factor produced by the distribution of sub-arrays, the pattern of elements in each sub- 
array should be nearly uniform within the limited scan region and should drop to a low level 
outside. This is basically a pulse-type pattern that requires a sine distribution. The pulse width has 
been chosen to have a value equal to one half of the spacing in u (= sin 9) space between adjacent 
grating lobes of the array factor. Truncating the infinite sine distribution to a single sub-array is 
not adequate. Ideally we need to have a complete overlap, i.e., input to each sub-array is 
distributed to all elements on both sides with an amplitude distribution that samples a sine 
function. However, such a system requires a rather complicated feed network. It has been 
implemented in linear arrays in reflectors and lenses [1]. The pattern of the central sub-array of a 
completely overlapping array is very close to the ideal pulse shape whereas that of the edge sub- 
array deviates substantially due to severe effects produced by truncation at one end. Each of the 
two sub-array patterns is squinted towards the broadside since the frequency is 10% above the 
center frequency. The patterns of the completely overlapping array produces a sidelobe level well 
below -25 dB. Extension of this concept to planar arrays would make the feed network extremely 
complex and expensive. 

Instead of complete overlap, we considered overlapping of only adjacent sub-arrays. This 
requires that input to each sub-array be distributed to its eight elements as well as eight elements 
in one sub-array on each side. However, each edge sub-array overlaps to only one adjacent sub- 
array. The patterns of the complete array and the central and edge sub-array are shown in Fig. 2. 
The side lobe level is -21.2 dB. It is caused by the fact that the sub-array patterns have substantial 
deviation relative to the desired pulse shape because of the truncation of the sine distribution. The 
results improve significantly when each sub-array overlaps to two adjacent sub-arrays, producing 
a sidelobe level of-24.5 dB. The sub-array pattern is closer to the pulse shape in this case. 

2.2 Sidelobe level of outer beams of multiple beams 
In digital beam forming systems, multiple simultaneous receive beams are formed by choosing 
appropriate complex weights for each sub-array signal for a given beam channel. An array 
without overlap between sub-array element distributions was considered first. The sub-arrays 
have been time-delay steered to point the beam at 42.5  from broadside. Element phases have 
been set so that each sub-array pattern points at 45   from broadside. The computations were 
performed at the center frequency for an outer beam at 42.5   (the central one at 45 ). We first 
studied the array without any overlapping. The array pattern showed a sidelobe level of about -15 
dB. This is due to the fact that the grating lobes of the array factor have not been sufficiently 
suppressed by the pattern of a single sub-array. At a frequency 10% above the center frequency 
the sidelobe level of the array pattern is severely degraded to -3.5 dB. 

With the use of an overlapping architecture (each sub-array overlapping two adjacent 
ones) the sidelobe performance of the previous two cases improve significantly. These results are 
shown in Figs. 3 and 4 respectively. The sidelobe level in Fig. 3 is better than -26 dB whereas in 
Fig. 4 it is -12.6 dB. Clearly the latter value is not adequate. At 10% above the center frequency, 
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our computation showed that the sidelobe level of the overlapping array is below -25 dB for this 
outer beam (not shown). However, at this frequency an outer beam at 47.5  will have a poorer 
sidelobe level. 

The effect of the pulse width of the synthesized pattern of each sub-array, on sidelobe 
performance of outer beams at + 10% from the center frequency was studied. Previously we used 
a value of A, half the spacing (in u space) between adjacent grating lobes of the array factor 
(array of sub-arrays). A reduced value of 0.8 A was considered for the sub-array pattern width. In 
order to produce this pulse pattern we need a new sine distribution to elements of overlapping 
sub-arrays. The array pattern and sub-array patterns of the case considered in Fig. 4 with the new 
pulse width ( 0.8 A) of the sub-array pattern has reduced the sidelobe level to -22dB. 

3. Conclusion 
Our studies show that partially overlapping sub-array architecture has the potential to 

improve the sidelobe performance compared to the non-overlapping system. Further 
improvements may be possible by optimizing various parameters, including the complex weights 
of the sub-arrays. 
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Fig. la A schematic view of an array of sub-arrays (no overlap) 

Fig. lb A schematic view of an array of sub-arrays (one sub-array overlap) 
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Abstract 
LEO communications satellite antennas may require 
hundreds of high gain beams to achieve sufficient 
link margin, especially for mobile systems where the 
ground terminals have very low EIKP. 

Generally, the procedure for optimizing antenna 
beams for shaped coverage areas starts with a set of 
polygons defined in antenna angle space. These 
polygons are filled with synthesis stations at which 
the desired gain is prescribed. An optimization 
program is then used to synthesize the excitation of 
the antenna in order to achieve the desired gain at 
each station. For multibeam coverages, if the number 
and size of the coverage polygons are not optimal, 
pattern performance will be poor. Layout is difficult 
at LEO because a large variation in cell size is 
dictated by the substantial path length variation from 
nadir to edge of coverage. 

A genetic algorithm was developed to optimize the 
number and size of cells for a circularly symmetric 
grid. Cells were then filled with synthesis stations 
and a least squares optimizer used to shape the 
antenna pattern for each cell. A phased array antenna 

with circular aperture and COS13 6 element power 
pattern was used. The genetic optimizer was found to 
quickly produce optimal cell layouts for arbitrary 
altitude, field of view, and directivity requirements. It 
was also a very good way to quickly and accurately 
determine the number of beams needed for a 
particular set of requirements. 

Ground Cell Geometry 
Slant range path-loss variation at GEO is only 1.3 dB 
from nadir to 0° elevation EOC [1] and can usually 
be ignored, especially if the coverage area is a small 
portion of the globe. This makes multibeam coverage 
layouts at GEO straightforward. The number of 
beams needed to fill a coverage area of solid angle A 

is simply A/fi, where fl is the solid angle of the 
beam. 

Multibeam layouts at LEO are much more difficult 
because of the considerable slant range variation 
from nadir to edge of coverage. At an altitude 1200 
Km, for example, the slant range varies 10.6 dB from 
nadir to 0° elevation EOC. Even to 15° elevation, the 
variation is 7.2 dB. 

In order to achieve constant link margin, antenna gain 
must increase as a function of the angle away from 
nadir (fig 1) as follows: 

Ideal Gain Function from 1200 Km 

Figl G(deg) 

D = Dn 
R. (Equation 1) 

Where D0 is the required directivity (ratio) at nadir, 

andRs is the slant range from the earth station to the 
satellite at altitude h. Since required directivity 
increases radially from nadir outward, a circularly 
symmetric cell layout would appear to be the best 
solution, as shown in figure 5. Wedge shaped cells 
are arranged in rings about nadir. All cells in a 
particular ring have identical gain requirements 
except for a rotation about nadir. 

Since directivity and cell area are inversely related, 
cells near nadir are much larger in terms of antenna 
angle space than at EOC. 
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The goal of the optimization is to choose the number 
of rings N, the number of cells in each ring, and the 
radii of each ring to maximize link margin with the 
fewest number of cells. It was found that a genetic 
optimizer worked very well for this problem. 

Genetic Optimizer 
A genetic algorithm [2] using steady state 
replacement was used. In the samples computed here, 
40% of the population was replaced each generation 
Tournament selection, crossover, and mutation was 
used to generate new individuals. Typical 
convergence   was   obtained   with   fewer   than 
10s evaluations of the fitness function Note that an 
exhaustive evaluation of the entire solution space 
would require 2**'to evaluations, where nbits is the 
length of the chromosome. With nbits = 35 for the 
smallest test case here, this is 1010 evaluations, an 
intractably large number. This is a testament to the 
robustness and efficiency of the genetic algorithm 

Code Parameters Generate Initial 
Population 

+ 
it 

Compute Fitness of 
Every Individual in 

Population 
w 

A 
Stop 

«- 
y^    Converged  ^s^ 

V 
Replace User Defined 

Fraction of least 
M 

Generate New 
Individuals using 

Tournament Selection, 
Crossover, and 

Mutation 

Fitness Function 
The fitness function is used to determine which of 
two randomly selected parents is better fit to produce 
offspring for the next generation, and to determine 
which individuals are replaced each generation 

The most elegant way to compute fitness is to 
compute the constant Cr from the ideal gain function 

Dr=Cr\ —f- by integrating over a typical cell in 

each ring r, then compute a least square cost function 

N 

as  f = /\Cr —Dp} However, since the ideal 
r=\ 

gain function does not appear to be integrable in 
closed form, this would require N numerical 
integrations per fitness evaluation. 

Hence, a faster approach was used with the cost 
N 

function written as / = ^ \Dr - DD/f where N 
r=l 

is the number of rings, Dr is the directivity of a flat- 
top or uniform directivity function over a cell in ring 
r and DDr is the desired directivity computed from 
equation 1 at the outer boundary of ring r. The error 
introduced by this approximation is greatest for cells 
in the larger, inner rings, especially for lower gain 
layouts with fewer rings. Note that lower values of 
/ indicate better fitness. 

By substituting the following two relationships, the 
ideal gain function can be written as a function of 9 

Rs=V-2Re(Re + h)cos(r) + (Re + h)2+Re
2 

^((R.+tysin^ 
/ = sin 

R. 
■9 

The directivity of a flat top beam in a cell at ring r is 

An 
D = 

(cos(0r+1)-cos(0r))A0 

where 6r and 0r+l are the inner and outer radii of the 
ring, andA^ is the phi dimension of the cell. This of 
course is only achievable by an infinitely large 
antenna Dr was multiplied by 

C0S13(#)     to    match    the 
element function used to model 
the phased array antenna It 
was    determined   empirically 
that Dr was 2.5 dB too high for 
apertures of diameter 26X, so a 
factor of 0.552 was also 
applied. For best results, it is 
necessary to determine this 
calibration factor for the 
particular range of antenna 
sizes under consideration. 

The problem would have been much more difficult to 
code if the optimizer were written to determine the 
number of rings, since a variable length chromosome 
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would have been required. Thus, the number of rings 
N is found by running the optimizer for several 
different values, and choosing the best results. In 
many cases numerically equivalent results can be 
obtained for different values of N, even though the 
cell layouts are very different. 

Optimized cell layouts were obtained in minutes on a 
Pentium II 450 class machine. These produced very 
good sets of antenna patterns with D0 very close to 
the value desired, once the objective function was 
calibrated for antenna size (a process of running 
several test cases for a particular aperture size). 

Parameter Encoding 
Chromosomes are generated by stringing together a 
series of genes, or coded parameters. In this problem, 
genes are the N-l deltajadii (delta radii) and N 
ncells (number of cells per ring) parameters 
represented in binary coded decimal (BCD). The 
number of bits needed to code each parameter 
depends on its range and quantization level, and 
should be minimized to speed execution. The number 
of bits required is determined for each parameter as 
follows (see [1], equation 4) 

#**=l°gj 
V    -V max m 

AF 
- + 1 

Where V^ - V^ is the range of the parameter and 

AFis the value represented by the least significant 
bit (LSB). Note that the number of bits is allowed to 
vary for each parameter. 4 to 6 bits per parameter 
were required for the sample results reported here. 
However, for problems with larger antennas and 
more rings (ie, higher D0), the number of bits needed 
increases since quantization error must be reduced, 
especially for outer rings which are much smaller 
than inner rings. 

Since inner rings are larger and need more bits to 
represent them, the maximum values of deltajadii 
for each ring r were chosen as 

(delta _radnr)m = 
0_ 

where 

0™. =sirT1 cosi (el)Re) 
R.+h 

and el is the elevation 
J 

angle to the spacecraft that defines the EOC. The 
maximum number of cells in ring r was limited to 

(ncelK)r^ = 
_ ysectorV      /N) 

0.9 bw 

where ^^ is the arc length of the sector and bw is 
the diffraction limited 3 dB beamwidth of the 

antenna. For full-circle layouts $mtar = 2n. 

If a chromosome containing an out-of-range 
parameter is produced during the optimization, for 
example,  ncellsr > (ncellsr)mtx, the fitness of 
that individual is set to the worst possible value. This 
is essential to prevent propagation of solutions 
containing cells narrower than the antenna 
beamwidth. 

The number of parameters (genes) in each 
chromosome is 2N-1, where N is the number of rings, 
since ring 0 is the origin 

Random number generator 
A random number generator is used to generate the 
initial population select individuals for mating, and 
perform crossover and mutation. As the length of a 
chromosome increases, longer sequences of random 
numbers are needed to obtain a solution 

Initially, the c library function randO from stdlib.h 
was used to generate the random numbers. This 
function repeats after a period of at most 32767, and 
was found to work poorly, especially for layouts of 
more than about 5 rings. 

In order to find a global optimum in the fewest 
generations, a high quality random number generator 
such as the Mersenne Twister (MT) should be used 
[3]. MT produced convergence in fewer generations 
and with smaller populations than randO- hi fact, MT 
enabled excellent results to be obtained for large 
problems where only poor results were previously 
obtained with randO- 

Test Cases & Conclusions 
Three test cases are presented to demonstrate the 
effectiveness of the optimizer. All three cases are 
from 1200 Km altitude with EOC at 15° elevation. A 
16 wavelength diameter phased array antenna with 
812 elements and cos130 element power pattern 
boresighted at nadir was used. A 90° sector was used 
to save time running the pattern synthesis engine, an 
element-level, least squares shaped beam optimizer 
using the steepest descent method. Computations 
were performed with the CPLAN Satellite Antenna 
Design Software package [4]. 

In all cases steady state replacement was used, with 
40% of the population replaced each generation 
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(except case 1, which was 20%). Crossover 
probability was 0.7, and mutation probability 0.05. 

Figure 5 shows the results of the three cases. The first 
was for N=3 rings and D0 =15 dB. The 15 dB link 
margin contour is shown. It was computed by 
subtracting 20 Log(Rs/h) from the antenna directivity 
pattern in dB prior to contouring. 60 generations of a 
population of 400 was used. Execution time was 2 
seconds on a Pentium n 450 machine. 

Cases two and three are for D0 = 20 dB and N=4 and 
N=5 respectively. The 20 dB link margin contour is 
shown. This is close to the maximum practical 
directivity available from the 16A, diameter antenna 
since the required directivity at EOC is 20+7.2 =27.2 
dB. Nearly diffraction limited beams service the 
outer ring with peak directivities of about 30.5 dB. A 
diffraction limited beam centered at EOC has a peak 
directivity of 31.1. 

Note that the 15 dB layout required 12 beams and 
both 20 dB layouts required 38 beams. It is no 
surprise that 10 Log (38/12) = 5 dB. In general, the 
number of beams required for a coverage can be 

(D0,2-I>0.l\ 

found from -£- = l(r   10     , where D0,i and Ni are 

found by running the optimizer for a particular test 
case. This is a fast and reliable way to determine the 
number of beams required for a constant flux LEO 
coverage at a particular altitude and EOC. 

Many different, equally good cell layouts can be 
obtained by varying the number of rings, population 
size, and fraction of population replaced each 
generatkm. Test cases two and three illustrate this. 
Other criteria could be coded into the fitness function 
to favor a particular type of layout. The fitness 
function described here evaluates only directivity. 
However, other parameters such as adjacent beam 
C/l, handover, beamshape (square vs long & narrow), 
and constancy of cell area on the ground could be 
included. 
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Link margin compliance is plotted above for the test 
cases. This is a very good metric for assessing the 
value of D0 actually achieved for a coverage. The 
three test cased achieved 16.6, 20.5 and 20.5 dB link 
margin over 90% of the coverage area. 
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Abstract 
In multi-beam satellite applications with frequency and polarization reuse a main challenge is to serve a 
high-density communication traffic region on the ground without interfering with beams at the same 
frequency. If the antenna is implemented as an active phased array, the challenge increases even more 
when the aperture has uniform amplitude excitation, which may be required for deployed arrays for 
thermal and efficiency reasons. Also, when all the communication channels share the same elemental 
amplifiers, intermodulation interference needs to be kept under control. This paper discussed these 
problems, and presents techniques to improve communications traffic capacity. 

Problem Definition 
In future high data rate global communication satellite systems in geosynchronous orbit high gain 
frequency reused beams will be required to cover the entire surface of the earth seen from the satellite. 
This can be achieved either by a multi-feed reflector antenna or active arrays. 

The amount of communication traffic is assumed being highly non-uniform over the earth, with estimated 
high capacity requirement over Europe, Eastern and Western United States and South East Asia. The 
high traffic capacity regions can best be served by densely packed high gain beams with frequency and 
polarization reuse. The service area on the ground may be divided into hexagonal cells and served by a 
single beam at a fixed frequency and polarization. To cover the entire service area the high gain beams 
require beam hopping (TDMA). This can be achieved by active phased array antennas with a large 
aperture. 

The analysis assumes 64 transmit beams, 4 frequency bands and 2 polarizations. This is achieved by 4 
antennas, each with 16 beams and 2 frequencies. Each antenna consists of 21 tiles, each containing 8x8 
radiating antenna elements or sub-arrays with 2.5Ä, spacing (see Figure 1). A Solid State Power Amplifier 
(SSPA) and phase shifter are behind each element. Furthermore, it is assumed that the amplitude 
excitation is uniform across the array. This ensures that all the SSPAs can be operated close to saturation 
for best antenna efficiency and optimum junction temperature. 

This paper discusses techniques to increase the traffic capacity. The goal is to pack same frequency 
beams as close together as possible within the constraints of EIRP and C/I requirements, ensuring 
maximum traffic capacity over regions with high demand. The interference portion of the C/I ratio 
consists of co- and cross-pol interference, intermodulation interference, adjacent channel interference 
and inter-satellite interference. The main interference drivers are copol sidelobes and intermodulation. 
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Traffic Capacity Optimization Techniques 
Sidelobe Interference: The use of tile architecture and uniform power illumination over the aperture 
result in increased sidelobe power. By selecting 21 tiles according to Figure 1 without the 4 corner tiles, 
the worst-case 1st sidelobe is being reduced from 13.2 dB for a square array to 17.2 dB, which is only 0.4 
dB higher than for a circular array with uniform power distribution. Furthermore, the sidelobe 
interference from one beam onto the service cells of the other 7 beams at the same frequency can be 
suppressed by phase-only optimization. This will be further discussed below. 

Intermodulationlnterference.Iaterference from the power in the intermodulation products radiating from 
the antenna can be controlled by backing off the SSPAs. However, it is crucial to keep this back-off as 
small as possible to maximize the antenna efficiency. The goal was to run the SSPAs at 1 dB input back- 
off, which corresponds to -12 dB 3rd order intermod level. Also, spatial spreading of the intermod power 
over the coverage area improves the C/I substantially. The results presented below are based on the 
Shimbo model for analyzing the non-linear amplifiers. 

Synthesized Beam Templates:A beam template is defined as a cluster of 8 frequency reused beams at a 
given instant in time. Because of the TDMA sequence (hopping beams) the beam template could change 
many times per second. In regions with high traffic density the beam template would change less often. 
The approach is to synthesize optimum beam templates that meets the EIRP and C/I spec, and that are 
stored in the satellite computer for fast access. 

The goal for this investigation was to pack the 8 beams as dense as possible at 1° maximum spacing. 
Since the 3 dB beamwidth is 0.56°, two reused beams at this spacing are within the 1st sidelobe of each 
other. A 7 cluster template as the one shown in Figure 2a will not meet the design goal within the center 
beam because of the high sidelobe interference from all the surrounding beams. Donut-shaped templates 
like the one illustrated in Figure 2b offers much better performance because each of the beams inside of 
the ring are in the 1st sidelobe of only 2 other beams. The split template shown in Figure 2c also gives 
good performance, offering high traffic capacity in two separate regions. 

Neither of the templates in Figure 2 fully meet the C/I spec. EIRP can be traded for sidelobe interference 
by suppressing the sidelobe level from each beam over the 7 other reused beams. This can be achieved by 
phase-only optimization, at the expense of slightly reduced EIRP. 

Layout of Beams with High Cross-Over Level: For multi-beam antenna applications the cross-over level 
between beams is typically 3 to 4 dB. The flexibility of the phased array can be utilized to trade EIRP for 
payload control complexity by selecting 0.7 dB cross-over level instead of 3 dB, corresponding to 0.28° 
cells. This improves the EIRP by approximately 3 dB when pointing error improvement is included. It 
also buys improved C/I performance because the cell area is lA of the original cell, making the sidelobe 
suppression easier. The disadvantage is a 4 times increased beam hop rate to cover the same service area. 

Results 
Table 1 shows the EIRP degradation and worst case sidelobe isolation with sidelobe suppression. The 
"semi uniform" sidelobe suppression suppresses the sidelobes within a 120° angle toward other service 
cells. A more optimum method referred to as "cell suppression" is to suppress the sidelobe over the other 
cells only, enlarged by the pointing error. We see that for cell templates 2b and 2c the sidelobe isolation 
can be suppressed to 34 dB ( better than 25 dB overall sidelobe isolation) with less than 0.5 dB EIRP 
degradation. 
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Table 2 quantifies the main sources of interference from the beam template in Figure 2c, applying the 
total sidelobe level shown in Table 1. Without sidelobe suppression the average sidelobe level is 
substantial higher, forcing us to further back off the SSPAs. Miscellaneous errors are mainly amplitude 
and phase errors and sub-array/Supertile failures. EIRP and C/I performance with all errors included will 
be discussed in an accompanying paper. 
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EIRP and C/I for the template study. 

References 
[1] E. Lier, A. Cherrette, "A Study of Sidelobe Suppression of Active Array Satellite Antennas with 
Contour Beams, 1995 Int. AP-S/URSI Symposium, Newport Beach, June 1995. 

Table 1: EIRP degradation and sidelobe performance for various beam 
templates versus sidelobe suppression. 

Template Type of Sidelobe 
Suppression 

Worst Case Sidelobe 
Level (dB) 

Avg. EIRP Loss 
(dB) 

Single Beam No suppression -17.2 0.0 
Figure 2a Semi Uniform -24.6 dB (inner cell) 

-34.1 dB (outer cells) 
1.73 
0.44 

Figure 2b Semi Uniform -34.1 0.44 
Figure 2c Semi Uniform -34.1 0.52 
Figure 2c Cell Suppression -34.3 0.34 

Table 2: Interference budget for 8 frequency reused beams and polarization 
reuse based on the template in Figure 2c. 

Interference Sources Interference Isolation (dB) 
Average Sidelobe 25.0 
Average Cross-Pol 25.0 
Average Intermodulation 18.0 
Allowed Miscellaneous Errors 17.5 

Total C/I 14.0 
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Introduction 
Future phased array satellite antennas may have multiple high directivity beams to serve a global network 
of small ground terminals from geostationary or low earth orbit satellites. Optimal utilization of the 
frequency spectrum with frequency reused beams over the earth coverage requires low sidelobe beams 
with high beam to beam isolation. The use of highly directive beams implies a narrow beamwidth and this 
in turn requires an increased beam pointing accuracy. To achieve the beam to beam isolation and 
associated low sidelobe performance there may be a need for accurate calibration and control of the 
amplitude and phase of each element across the array aperture to compensate for errors caused by thermal 
variations (diurnal and seasonal variations for space-based antennas), aging effects and elemental failures. 
When considering satellite applications, attitude determination (i.e. finding the pointing direction) of the 
array may also be necessary to be able to point the beams in the correct directions with minimal pointing 
error. The objective is to implement both the calibration and attitude determination functions while 
minimizing mass, power consumption and volume requirements essential to a spacecraft system. 

This paper discusses an integrated on-board beam conditioning [1] or control system for a satellite-based 
phased array antenna as illustrated in Figure 1. The system presented takes advantage of synergy and 
commonality of the calibration and attitude determination subsystems. The integrated system assumes a 
near field calibration approach [2] based the control circuit encoding (CCE) technique [3], conventional 
monopulse for receive array pointing, and an orthogonally encoded monopulse technique [4] for transmit 
antenna pointing (attitude determination). 

Description of the Technique 
To calibrate the phased array one must determine the relation between the elemental control settings of 
the phase and amplitude controller and the actual phase and amplitude radiated at the antenna elements. 
The system described uses a stationary nearfield approach based on the CCE method [2-3]. The method is 
particularly attractive for arrays having discrete attenuation and phase control devices for beam formation. 
As shown in Figure 2 for a transmit array, the beamformer is encoded by applying orthogonal codes to 
control the phase and/or amplitude settings of each of the elements. Since each of the elements are 
encoded with a mutually orthogonal code, a composite signal containing each of the encoded element 
complex weights is received by the stationary probe. A coherent receiver and decoder (cross-correlator) 
are used to recover the element weights as received at the probe. The process provides the complex 
amplitude and phase information for the individual phase shift and attenuation devices as well as the 
relative complex gain amongst the elemental channels. The calibration data augmented with knowledge 
of the position and patterns of the element and probe allow the creation of arbitrary beam shapes. The 
advantage of using the orthogonal coding is that it facilitates measurements of all elements 
simultaneously. As compared to measuring a single element at a time the increased 'dwell' time for each 
element can be used to provide coherent integration gain thus improving the measurement accuracy. 

For a satellite application requiring both transmit and receive operation, it is possible to take advantage of 
common transmit and receive array calibration functions as shown in Figure 3 [1].   Such a system is 
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comprised of calibration mode switch (not shown), calibration signal generators (CW tone), orthogonal 
code set generator, switches to select between transmit or receive array calibration, calibration RF probe / 
cable / boom, calibration receiver and decoder, processor and memory. The system re-utilizes existing 
hardware onboard the satellite including the RF signal generator, signal processor and memory for storing 
the orthogonal code sets used in the calibration function. The array software used by the processor to 
derive the amplitude and phase of each element has to account for the product of the element and probe 
patterns since the calibration probe is in the near field of the array antenna and in the far field of each 
antenna element [2]. 

The calibration process finds the relative amplitude and phase of each element in the array. For the 
transmit array the absolute amplitude or power from each element is needed in order to adjust element 
drive levels needed to satisfy EIRP and C/l requirements. Absolute power measurements must be 
achieved by monitoring power received at a ground station, by sensing bias currents with the transmitter 
amplifier final stage or by other means. 

One of the key important factors that must be considered in the design of a calibration system is the 
measurement accuracy with respect to noise and interference. The figure of merit commonly used to 
describe accuracy is the signal-to-noise ratio (SNR). Though a detailed noise analysis is outside the scope 
of this paper, some qualitative remarks are provided. If the interference noise (for example, consisting of 
QPSK signals) behaves as additive Gaussian white noise (AGWN), then accuracy of the calibration 
(e.g.,SNR) is proportional to the coherent integration time in which the measurements are performed. For 
a multibeam satellite system that employs frequency reuse, the beam that is to be calibrated will be 
momentarily taken off line while the remainder of the beams will continue to transmit communications 
data. The communications beams will generate interference that will degrade the measurement accuracy 
and therefore the time required to perform the calibration will need to be sufficiently large in order to 
achieve the desired SNR. An analysis was conducted to assess SNR in a multibeam environment. For a 
limited number of beams (up to 16) it was found that the calibration SNR improves when the calibration 
probe is in the near field compared to in the far field. This is because the signal, which is proportional to 
the elemental gain, is approximately unchanged between far and near field of the array (assuming far field 
of the array element). However the interference noise is reduced in the near field compared to the farfield 
because the interfering beam patterns are defocused in the near field. 

The CCE technique could be implemented as a far field / remote system by placing the calibration probe 
at a ground station location. The advantage would be to avoid the calibration boom and cable on the 
satellite. The disadvantage would be reduced SNR as discussed above, and a reference tone would be 
required to cancel fast varying atmospheric scintillations. 

In order to provide sufficient SNR performance the calibration probe pattern must be sufficiently wide in 
order to cover all the array elements within the main lobe. A small element can be placed close to the 
array, while a larger element requires a longer boom. For a deployed array the calibration probe must be 
sufficiently large that the resulting beamshape can reject multipath diffraction effects from the spacecraft 
structure that would otherwise contribute to measurement errors. In larger arrays the probe has to be 
placed in front of the array to avoid an excessive boom length. A study has shown that aperture blockage 
from the probe and boom for a system with realistic dimensions is insignificant. For a relatively small 
array the probe and boom can be placed to the side of the array, so long as it is within the main beam of 
all elements. 

The knowledge of the position of the calibration probe relative to the array antenna is needed in order to 
process and decode the calibration signal. Studies of probe deployment error effects are summarized in 
Figure 4. An axial displacement of the probe induces phase errors that result in a defocusing of the array 
with reduced directivity. A lateral displacement corresponds to a beam tilt. However, this beam tilt can by 
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compensated for during the beam pointing procedure following the calibration procedure. An acceptable 
level of calibration accuracy can be achieved if the probe positional tolerance of the calibration probe is to 
within 2-3X.. 

Attitude determination is here defined as the process of finding the three-dimensional orientation of an 
array relative to the aperture plane. This is accomplished by measuring the apparent directions to 
terrestrial reference points. Using two or more displaced locations, the full 3D attitude may be 
determined. For receive antenna systems, conventional monopulse can be utilized to determine antenna 
pointing. The same method can be extended to transmit-only arrays [4]. The system arrangement of 
Figure 3 facilitates this additional function by reuse of receiver and signal generators between calibration 
and attitude determination. This simplifies the redundancy scheme and provides the most efficient overall 
beam conditioning system. 

Conclusions 
To provide good quality beams with high beam-to-beam isolation in multibeam satellite array application 
it is crucial to have a system that accurately controls the shape and pointing of the beams. The beam 
conditioning system presented above offers an efficient and economic method of calibrating an on-board 
active phased array. By taking advantage of the existing hardware on-board the satellite only a minimal 
amount of extra calibration hardware is required. It has several advantages over a satellite-to-ground 
calibration system, and is robust with respect to the positional tolerance of the on-board calibration probe. 
The calibration system can also be used for ground and preflight tests and calibration of the phased array 
antenna. 
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Introduction 

This paper provides a brief overview of Electronic Counter Measure (ECM) aspects related to 
phased array systems and highlights techniques and concepts from available literature. It is not 
intended to have a comprehensive coverage of the subject. The aim is to have a discussion which 
may bring out certain new aspects in this important and sensitive area. 

ECM Systems 

The Raytheon 'design to price' shipborne ECM system employing a large number of high power 
TWT's was the first major phased array ECM system during 1970's and 1980's. It was developed 
at great expense and took several years for development. There were many modifications and 
upgradations. According to available reports, it served its purpose well i.e. to counter hostile 
radars and also make their designers to incorporate expensive ECCM. 

It is also possible to exploit simple techniques for meeting certain operational requirements. For 
example, an improvised pair of antennae with phase discrimination circuit and display onboard an 
aircraft has been employed to home onto a radar or to give a warning to the pilot about a threat. 
The wideband IFM's (instantaneous frequency monitors) with precise phase sensing, measure 
frequency of unknown signals over octave or multioctave frequency bands. Sophisticated DBD's 
(digital bearing discriminators) find direction of arrival of unknown signals from any direction over 
octave frequency bands. These with other sensors provide warning systems against modem threats 
and missiles. Microwave frequency memory loops and digital frequency memories are effective in 
countering several types of threats. 

Noise Jammers 

Noise Jammers have been widely used, are still very effective to degrade performance of radars 
including phased arrays and have forced the radar designers to adopt more complex designs using 
improved phase shifters, components and techniques. In a phased array radar, the beam controllers 
(BC) are required to generate weight vectors corresponding to signal and jamming environment. 
The computational load on the BC is negligible if the beam is to be formed in a preset environment 
i.e. only with thermal noise present. It is in adapting the beam forming network to the changing 
noise and signal environment in real time that the problems arise. The smart jammers can adopt 
new waveforms and modulations to make the job of the BC more difficult. 

The mathematical solution tor optimum adapted weights is the product of the inverse of the element 
signal matrix and a given direction matrix. This is an open-loop adaptive pattern nulling process 
and while it is conceptually attractive it has several difficulties. Firstly with N elements in the 
array, the number of operations required is proportional to N3 which in the case of an array of 
2000 elements and updates of 100 times per second becomes 8 x 1011 operations per second. 
Secondly, the matrix may have large dynamic range and possibly ill conditioned. 
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This in turn means more precision arithmetic. It is not realistic to individually weigh the element 
signals for pattern nulling, especially in view of the feet mat the number of interference sources J is 
fer less than N(J«N). Partially adaptive systems using a reduced number of degrees of freedom 
and an acceptable control of the resultant pattern will suffice. 

This is a two step process. First the number of interfering jammers and their respective angular 
locations have to be estimated. For this purpose a search in angle with an auxiliary beam will be 
required. Once the jammers have been located, a retrodirective beam in that direction is created 
and the output of this beam is subtracted from the main beam to obtain a null in the resultant 
radiation pattern. So long as the number of jammers is a reasonably small figure, it is possible to 
use only one additional beam forming network in parallel to the main beam forming network. The 
retrodirective beam forming network can be time multiplexed to produce the J beams pointed at the 
J jammers. Thus the jammer cancellation Swill take place but with a degradation of the side lobes to 
the right and the left. Indeed even with a smart BC, the noise jammer is effective to degrade the 
radar performance. 

Deception Decoys 

Active onboard deception jammers and towed decoys are very effective to produce false targets. 
The cost of the decoys is an important factor. The active decoys GEN-X developed by Texas 
Instruments came down from US$ 16000 in lot-1 (2500 numbers) to US$ 4900 in lot-3 (3400 
numbers). Due to the high cost, Raytheon has reached an agreement with Texas to drop out of the 
programme. Raytheon has also brought out a towed decoy ALE50 which is a straight through 
repeater with adequate transmit - receive antenna isolation. The ALE/50 is expected to become as 
common as a chaff and flare dispenser. After recent success in Kosovo, additional numbers have 
been ordered. Raytheon has also received an order for $ 3.2 million to develop nüllimetric wave 
free fell decoys. The millimeteric wave top attack ammunition is also used for homing onto a 
vehicle or tank. 

Marconi's Ariel retractable towed decoy is a proven system and was effective recently in Bosnia. 
Marconi has teamed with Dassault Electronique to develop towed decoy for Mirage 2000. 
Sweden's Celsius Tech Electronics has developed B02D decoys for Gripen and Viggen. 

A recent concept silent hard killer' (SHARK) prescribes that before strike aircraft arrive at a 
target area, enemy's radars and weapon systems should be killed or at least crippled. It involves 
pre-emptive destruction rather than reactive suppression. The latter is time sensitive and at times 
too fest to be effective during the short flight time of an attack. The SHARK programme 
comprises of two parts : a lethal bomb or missile and a non lethal miniature decoy. The decoy is 
air launched before strike. It emits aircraft-like radio and radar signals and maintains a high level 
of flight performance for a few seconds to identify and prioritise a target that will be later 
destroyed by the lethal missile. The target lists and their signatures, various scenarios, concept of 
operations and force structure are earlier simulated to optimise deployment of SHARKS for real 
scoop. 

Battlefield Phased Arrays 

In the present day and civil security environment, there may not be many sophisticated ECM 
threats due to their high cost. The battlefield surveillance radars for such situations are required to 
be light, compact and cheap with minimum essential ECCM. Compactness means use of high 
frequency bands of C and X and even Ku and Ka. The cost considerations will not justify the use 
of the T/R module technology. Instead frequency scanning (linear or stepped) technique with a two 
dimensional array antenna will meet the requirement. The aim is to mount an array of resonant 
dipoles with phase shifters on a reflector board which is illuminated by a radiating source. 
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Hie array is mounted on one face of the board and the command circuits on the other face of the 
board. Such a system will suffer from proper look angle versus frequency relationship. However, 
it will be suitable for mass production. The ECCM and improvements could be added on as and 
when required. 

Indian Phased Array Programme 

A multifunction phased array radar (MFAR) operating in G band for surveillance and target 
tracking operations, command band transmission for guidance of missiles and a secondary 
surveillance radar operating in conventional D band is provided. Phased array antennae are used 
in all die three bands. These arrays along with their beam control processors and ventilating 
systems are mounted on a vehicle. Using the inherent beam agility and by employing flexible 
scheduling and control mechanisms, the fast agile beams are used to achieve multiple functions 
simultaneously under adverse operating conditions. 

The main G brand array is a space fed lens array of more the 4000 elements, nearly circular in 
contour and about 2.4 metres in diameter. Each antenna element, called a phase control module 
(PCM), consists of a rear radiator, a phase shifter with associated electronics for 5 bit control of 
phase, and a front radiator to transmit and receive energy. Behind this array is a multi mode wave 
guide feed horn assembly. Focal length of the array is nearly equal to its diameter and the feed is 
located on the axis of the array. A radome covering the feed is attached to a box containing the 
microwave receiver hardware and the duplexer. 

The command band array is similar to the radar band main array in concept and design, but is 
formed of nearly one thousand elements and has a diameter of about one meter. This array is also 
space fed. Its beam steering computer is identical to die quadrant processors of the main array and 
it is located in the same physical module. 

The radar system has been designed, constructed and tested for its performance and is available for 
exploitation as a powerful multifunction system. It has successfully undergone extensive field 
evaluation against airborne targets and standalone performance established. 

Future Systems 

The cost and performance trade off will dictate future ECM and ECCM systems. New 
technologies will be mostly derived from civil market due to higher cost of technologies and lower 
outlays for defence barring certain key technologies and projects. More projects will be for 
upgradation to counter current threats in updated operational environment. Digital technology and 
software improvements will dominate. There will be more emphasis on surveillance, satellites and 
signature analysis. A great deal of effort will be spent on mathematical modelling of aircraft, 
vehicles and hot spots to present more difficult targets. Low (or very high) flying and shorter 
reaction time will continue to be required. More capabilities of millimeteric and sub milltmeteric 
wave and optronic systems will present multisensor environment and new countermeasure 
requirements particularly for short range missile systems. The phased array ECM systems are 
characterised by more loss of RF power in the transmitter and the receiver. Therefore there is 
demand for higher power from TWT's and solid state devices, lower plumbing loss, better phase 
characteristics and spectral purity of signal sources. Improvements are required in the antenna 
designs, larger apertures for better angle and range resolution, digital beam forming networks and 
integrated systems. Improved phase shifters and time delay devices and techniques will be 
developed. Also adaptive RF power and time management for target and search will provide more 
efficient operations. 
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The receivers will have more dynamic range, improved processing technology and detection 
algorithms, both digital and analogue for better visibility under jamming interference and clutter 
from land, sea and atmosphere and under dense environment. Spread spectrum, exotic waveforms, 
frequency and pulse agility, dynamic and adaptive analysis of signal environment, prioritisation 
and smart libraries will be required. The list is long. In feet all technologies for the radar are also 
applicable to ECM. 

Of course, computer hardware and software are everywhere and very important but it is the 
operator closely backed by the system research and development with new philosophy for 
concurrent design and production which will play the key role for utilisation of resources more 
effectively. 
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An Automated Process for Efficiently Measuring the Patterns of All Elements 
Located in a Phased-Array Antenna 

Daniel S. Purdy 
Lockheed Martin Corporation, Newtown, PA. 

dpurdy@ieee.org 

ABSTRACT: An automated technique for measuring element patterns of the elements located in a phased 
array antenna is described and demonstrated. The procedure utilizes Hadamard encoding applied to the 
beamformer in an iterative fashion as the measurement positioner moves the probe relative to the array. A 
coherent receiver and cross-correlator decoder are used to extract the desired element patterns. This paper 
experimentally shows that it is possible to measure all individual element patterns within the array 
simultaneously. The new technique is easily automated and eliminates the need for manually removing 
cables and installing terminations, as was necessary using the prior art. 

Basic Problem Statement and Prior Method 

It is often of great interest to the phased array designer to obtain the patterns of each of the elements 
located in a phased array antenna. The need for this arises from the fact that due to mutual coupling, an 
element immersed in an array environment will behave differently from the case where the element is 
removed from the array. Therefore if one is to have an accurate measure for predicting performance the 
element must be measured when the element is placed in the array environment. The current procedure 
for measuring the elements in an N element array is to apply a source to one element and place 
terminations on the remaining N-l elements. A single pattern is then measured for each element and the 
process is repeated for all elements to be measured. Hence we refer to this as the single element approach. 

One problem with the single element technique is that it can be very time consuming since elements are 
measured sequentially and the positioner will be required to go through the desired movement cycle for 
each active element. This is generally inefficient and impractical when the positioner movement and data 
acquisition cycle must be repeated N times. A second disadvantage, is that in some cases, it may be 
difficult, impractical, or impossible to shut off all but one element in the array under test. In some cases 
removing signals from all but one element may involve removal of a cable and replacement with a 
termination - a time consuming and expensive process. If one is to rely on turning elements off using 
digitally controlled RF on/off switches, RF isolation may not be sufficient to allow for measurements to 
be performed to a suitable level of accuracy. Therefore there is a need for performing element pattern 
measurements in a factory or diagnostic setting that allows all elements to be characterized in an accurate, 
efficient and cost-effective way. 

New Approach [5] 

The approach described herein is believed to be novel and obtains all element patterns in an array by. 
using orthogonal coding in conjunction with a positioning device to perform multiple simultaneous 
measurements for each of the elements. A block diagram showing the process flow is shown in Figure 1. 
The orthogonal encoding is accomplished with the use of Hadamard encoding as described in [1-4], and 
referred to as control circuit encoding (CCE). The CCE technique uses the beamformer control circuitry 
to encode the RF signal path of each element by toggling amplitude and/or phase according to a unique 
row (or column) of the Hadamard matrix. 
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A coherent RF source is connected to the input of a beamformer (encoder). The probe is located at a 
point, nominally in the far-field of the elements. For the m-th probe position, all elements are encoded by 
applying a mutually orthogonal set of codes thus allowing all elements to radiate simultaneously. A probe 
mounted on the positioner is connected to the coherent receiver, which receives and down-converts the 
composite encoded signals transmitted by the elements. A cross-correlator performs the decoding which 
recovers each of the element signals. A processor uses knowledge of relative probe-element position and 
the known probe pattern to compute the element pattern in the array environment, at each of the positions 
for which the fields are sampled as the probe is moved along the movement track. The process is iterated 
to take the pattern samples of the elements as the probe is moved relative.to the array elements. So at each 
probe position, an orthogonal encoding and decoding measurement set is performed. The desired element 
patterns are reconstructed by performing M samples of the element patterns, and scaling the results by the 
appropriate probe-element distance and known probe pattern. 

Experimental Results 

The technique was demonstrated using the 16 element 2x8 C-band array of pyramidal horns discussed in 
[3]. Measurements were verified using two positioning arrangements; a nearfield planar scanner linear 
track, and a farfield compact antenna test range (CATR) with a rotational positioner. 

For the linear track positioner case, a distance of 4 feet between the probe track and the array was 
selected. This places the probe just in the far-field of the 7 inch horn apertures however the nearfield of 
the array. Measurements were performed at a frequency of 4.0 GHz. The probe used was an open ended 
C-band (WR-229) waveguide. Figure 2-a shows a plot of all 16 element patterns which were obtained 
simultaneously as the probe was moved along the track. The elements as shown in [3] are arranged in a 
lattice 2 high and 8 wide. Therefore Figure 2-a shows pairs of element patterns grouped as the probe is 
moved along the width of the array. The patterns shown are the resulting product of the element and 
probe. Figure 2-b shows the results obtained for the case when 15 elements are terminated and the center 
element excited so that one single element measurement is obtained. There is excellent agreement 
between the single element technique and the results obtained using iterative-CCE. The element-probe 
pattern product is useful for the nearfield calibration system described in [4]. Knowledge of the probe 
pattern would allow the element pattern to be determined from the data if so desired. 

Figure 3-a shows iterative-CCE element patterns obtained using the CATR in which the probe is in the 
farfield of the element and array. Since the array is rotated about a fixed point with the probe placed in 
the farfield of the array (compared to the example above) the decoding process of Figure 1 directly yields 
the element pattern. Shown in Figure 3-a is an overlay of all 16 element patterns in the array which were 
measured simultaneously. Figure 3-b shows the comparison of one element to the theoretical pattern. 
There is good agreement between measured and theory. The 'ripple' present in the patterns is due to the 
fact that the CATR has about 0.3 dB ripple present across the quiet zone. The data obtained show that the 
technique can rapidly measure all elements in the array and obtain element patterns using the iterative- 
CCE element pattern extraction technique. 

Acknowledgements: The author wishes to thank Erik Lier, Jeff Ashe and Greg Kautz for the valuable 
technical discussions. The author also expresses his appreciation to Tom Wade and Albert Hutchinson for 
their assistance in software development and performing measurements. 
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A COMPARISON OF CONVENTIONAL AND PHASELESS PLANAR NEAR-FIELD ANTENNA 
MEASUREMENTS: THE EFFECT OF PROBE POSITION ERRORS 

Robert G. Yaccarino and Yahya Rahmat-Samii 
University of California, Los Angeles 
Department of Electrical Engineering 

Los Angeles, CA 90095-1594 

INTRODUCTION 
In recent years, considerable progress has been made in the application of phase retrieval methods 
for phaseless near-field antenna measurements [1,2]. These techniques have, in fact, sufficiently 
matured so that accurate antenna measurements can be performed when the phase information is 
either unavailable or erroneous. The prohibitive cost of vector measurement equipment and high 
frequency measurements are two examples of applications in which phase retrieval methods may be 
attractive. 

In this paper, a comparison of conventional (amplitude and phase) and phaseless (amplitude only) 
planar near-field measurements for non-ideal measuring probe locations is examined via a simulated 
array antenna case study. It is hypothesized that the presented phase retrieval algorithm will better 
reproduce the true pattern of the antenna under test (AUT) because of the diminished sensitivity of 
the amplitude of the near-field, as compared to the phase, with respect to the measuring probe 
locations. 

Although methods for correcting probe position errors exist for conventional planar near-field 
measurements [3], they are best suited for small errors and, more importantly, require knowledge of 
the precise locations at which the measurements were obtained. A phase retrieval approach, on the 
other hand, requires no knowledge of the actual measurement locations other than the nominal 
location of the two required measurement planes, obviating the need for expensive feedback 
equipment, e.g. laser interferometry, and should be suitable for even rather large probe position 
errors, obviating the need for specialized mechanical systems at high frequencies. 

PHASE RETRIEVAL ALGORITHM 
The phase retrieval algorithm used in this study is based on an iterative Fourier method originally 
reported in [4] and adapted for use with UCLA's bi-polar planar near-field measurement system in 
[1]. The procedural steps required for executing this algorithm are depicted in Figure 1. The 
algorithm requires near-field amplitude measurements on two planes (steps 1 and 2) which, both in 
this study and the studies reported in [1], are separated by just a few wavelengths. A geometric 
description of the AUT's aperture plane, also commonly referred to as the object or aperture 
constraint, is also required. The amplitude data on each measurement plane and the AUT aperture 
constraint comprise the inputs to the Fourier iteration (steps 3-6) used for the phase retrieval. The 
product of the Fourier iteration is the complex near-field distribution on the AUT aperture plane and 
each of the two measurement planes. The Fourier iteration ensures, assuming successful retrieval of 
the phase, that the complex field distribution on these three planes are related by the Fourier 
transform. This relationship allows the far-field pattern of the AUT to be computed from the 
complex field distribution on any one of these three planes (step 7), using standard planar near-field 
techniques. 

Fourier Iteration 
An initial guess for the amplitude and phase in the aperture plane of the AUT is made and truncated 
to the known physical extent of the AUT (aperture constraint). This estimate is then propagated, 
using plane wave spectrum techniques implemented by fast Fourier transform (FFT), out to the first 
measurement plane. An error metric at this measurement plane is then computed by summing the 
squared difference of the calculated modulus and measured modulus at each point on the measurement 
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Figure 1. Phase retrieval algorithm. 

plane. The computed error metric is stored, the measured modulus replaces the calculated modulus, 
and the result is propagated back to the AUT aperture plane. 

The calculated amplitude and phase at the AUT aperture plane is again truncated to the known 
physical extent of the AUT and the result is propagated out to the second measurement plane. An 
error metric, identical to that computed at the first measurement plane, is calculated and stored, the 
measured modulus replaces the calculated modulus, and result is propagated back to the AUT aperture 
plane where the calculated amplitude and phase is again truncated to the known physical extent of 
the AUT. 

The computed error metrics on the two measurement planes, at this point, are examined to 
determine whether iterations should continue. Appropriate stopping criteria include both an absolute 
error limit and an error convergence limit. If a stopping criterion is met then the retrieved 
amplitude and phase on the AUT aperture plane and the two measured planes are stored and the 
iterations terminate. If a stopping criterion is not met then the process is repeated until a stopping 
criterion is met. 

SIMULATION RESULTS 
A planar near-field measurement computer simulation for the waveguide-fed slot array antenna 
shown in Figure 2 has been performed in order to compare the effect of probe position errors on 
conventional and phaseless measurements. The antenna has been modeled as an array of 
infinitesimal magnetic dipoles whose excitations have been obtained from the aperture plane fields 
(holographic image) resulting from the bi-polar planar near-field measurements performed in [1]. 

Paralleling the measurement scenario in [1], the near-field of the antenna was computed as follows: 

1. Amplitude and phase with ideal probe positions on the plane d = 6.255 X. 
2. Amplitude and phase with non-ideal probe positions on a plane nominally at d = 6.255 X. 
3. Amplitude only with non-ideal probe positions (identical to the prior simulation) on a plane 

nominally at d = 6.255 X. This simulation is identical to the prior with the phase discarded. 
4. Amplitude only with non-ideal probe positions (different from prior simulation) on a plane 

nominally at d = 8.836 X. 

The near-field was computed on a 128 x 128 square grid with a sample spacing of 0.485 X. The non- 
ideal probe positions were modeled as a random set of z-directed (normal to the antenna aperture 
plane) displacements with a normal distribution of zero mean and 0.1 X standard deviation. 
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The phase retrieval processing of the 
amplitude only simulations was seeded with a 
pseudo-random (±3 dB amplitude, ±30° 
phase, uniformly distributed) estimate for 
the aperture plane fields. The algorithm 
terminated after 80 iterations at which point 
the error metric was reduced to -31.8 dB. 

Figures 3a - 3d compare, respectively, the 
H-plane, E-plane, 45 degree intercardinal 
plane, and 135 degree intercardinal plane 
antenna patterns resulting from the 
amplitude and phase measurement with no 
probe position errors (reference), the 
amplitude and phase measurement with 

probe position errors, and the antenna patterns resulting from the phase retrieval processing of the 
amplitude only measurements with probe position errors. Figure 4 depicts the antenna patterns over 
the entire spectral region for the same simulation scenarios. It is obvious, particularly from the 
intercardinal plane results, that the antenna pattern obtained from the phase retrieval process has 
considerably better reproduced the true pattern of the antenna than that resulting from the amplitude 
and phase measurement. A quantitative comparison of some typical antenna pattern parameters 
justifying this conclusion appears in Table 1. 

1 
I-*#S.T*- *rr—- * - - r- 

Figure 2. X-band planar waveguide-fed slot array antenna. 

Figure 3. Comparison of a) H-plane, b) E-plane, c) 45 degree intercardinal plane, and d) 135 degree intercardinal 
plane far-field patterns for amplitude and phase measurement with no probe position errors (reference), amplitude and 
phase measurement with probe position errors, and phase retrieval with probe position errors. 
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Figure 4.   Far-field patterns for a) amplitude and phase measurement with no probe position errors (reference), b) 
amplitude and phase measurement with probe position errors, and c) phase retrieval with probe position errors. 

TABLE 1. COMPARISON OF FAR-FIELD PATTERN STATISTICS. 

Reference Amp/Phs Meas Phase Retrieval 
H-plane Beamwidth 2.92° 2.91° 2.92° 
E-plane Beamwidth 3.42° 3.40° 3.39° 
Directivity 35.49 dB 33.77 dB 35.55 dB 
Average Sidelobe Level -44.62 dB -35.07 dB -44.71 dB 
Peak Sidelobe Level -24.33 dB -20.99 dB -23.61 dB 

CONCLUSION 
The case study explored in this paper has demonstrated that the presented phase retrieval method 
can reproduce the true pattern of an array antenna with greater accuracy than that obtainable with a 
conventional amplitude and phase measurement when the measurement is contaminated with probe 
position errors. Distinguishing advantages of the phase retrieval processing are the absence of a 
requirement to know the actual measurement locations (other than the nominal location of the two 
required measurement planes) and the ability to obtain the true antenna pattern even when subject to 
relatively large probe position errors. These advantages offer the possibility, for example, of 
performing high frequency measurements with ordinary measurement apparatus and performing 
measurements "in the field" where measurement conditions are less controlled than in a laboratory 
environment. 

Finally, although the probe position error model presented was of a random type, it is not believed 
that systematic errors should present any obstacles obscuring the conclusions formulated here. Future 
work will explore systematic error models in greater detail. 
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MUTUAL COUPLING-BASED CALIBRATION OF PHASED 
ARRAY ANTENNAS 

Charles Shipley and Don Woods 

Technology Service Corporation, 11400 West Olympic Blvd Suite 300, Los Angeles California 90064. 
E-mail: cshipley@tsc.com, dwoods@tsc.com 

Abstract: Calibration of phased arrays is typically performed once during the manufacturing process, 
and requires large near-field or far-field antenna ranges. Technology Service Corporation (TSC) has 
demonstrated that by utilizing element mutual coupling characteristics, modern arrays can be accurately 
calibrated using only existing array elements as sources. Arrays can therefore be calibrated and re- 
calibrated using an automated on-board procedure, without taking the antenna out of service. This paper 
discusses the theory of calibration using mutual coupling, and shows successful results of tuning a 
modern 808-element pre-production antenna using the mutual coupling technique. 

Introduction 
Modern phased arrays typically have excellent performance, but still must occasionally undergo phase 
and amplitude calibration in order to realize their full performance potential. This must be done at least 
upon completion of antenna fabrication. At the factory, this initial calibration is usually done on a near- 
field scanning or compact range, and is typically very time consuming. Re-calibration after operational 
deployment is also required to maintain peak performance levels, but is typically not done, due to 
practical difficulties. Re-calibration is also needed if repairs or changes are made in the antenna. 

TSC has developed a calibration technique that exploits the inherent mutual coupling among the radiating 
elements. It is readily implementable in Solid State Active Arrays (SSAA) for radar, which typically 
have T/R modules at every radiating element and an inherent high degree of controllability. The 
technique is called "Mutual Coupling Auto-Calibration", or simply "Auto-Calibration". The calibration 
procedure is also useful to identify failed or defective elements so that corrective algorithms can be 
applied. 

The minimum antenna requirements are: 

• Separate or isolated transmit and receive antenna ports. 
• Individual control of phase, attenuation, and off-on switching of every transmit and receive module. 
• A network analyzer-type device coupled to the transmit and receive ports. 
• Special software loaded into the beam steering computer for the calibration mode. 

Theory and Technique 
There is always coupling of RF energy among the radiating elements in any array antenna. In arrays with 
the elements on a regular grid spacing, and made with good tolerances, this mutual coupling is the same 
for all like pairs of adjacent elements in the array aperture. This includes active edge elements, if there 
are at least two rows of dummy elements around the aperture periphery, as is common in low-sidelobe, 
low-RCS designs. Auto-Calibration depends on the consistency of these mutual coupling coefficients. 

1 This work was sponsored by the USAF Rome Laboratory/RL/ERAA under Contract No. F19628-95-C-0225 
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Auto-Calibration also depends on the ability to simultaneously transmit and receive on pairs of adjacent 
elements throughout the array. An SSAA design can easily accommodate this by independently 
switching on and off the transmit and receive channels to individual elements. 

The general procedure is to compare the channels leading to all the elements in the array to determine 
their phase and amplitude biases. Since the mutual coupling coefficients of like element pairs are all the 
same, the coupling coefficients cancel from the measured transmittance between the elements. The signal 
differences are therefore due simply to the bias errors of the element-to-beam port channels. 

The mutual coupling technique was conceived and developed at TSC without knowledge of similar 
previous work [Ref. 1]. That work was performed on a space-based radar array with separate transmit 
and receive monopole elements, and an element grid based on equilateral triangles. The TSC technique 
expands on that basic application by extending the technique to arrays with the more common asymmetric 
element spacing, to conformal arrays, and in which elements are used for both transmit and receive. 

For the case of an equilateral triangle grid of monopole elements, each element pattern is circularly 
symmetric in the plane of the array, and the six nearest neighbor elements are at the same distance from 
the center element. This results in the same mutual coupling coefficient between the center element and 
each of the six nearest neighbors. If one transmits from the center element and receives at the other six, 
the received amplitude and phase will be the same, aside from the calibration biases, which are to be 
measured. The six received signals directly give a measure of the amplitude and phase imbalances among 
the six receive elements, which are the calibration coefficients. 

A different situation is with isosceles triangle grids, and with equilateral triangle grids when the element 
patterns are not rotationally symmetric, such as with slot elements. The same coupling coefficient exists 
between the center element and four of the six surrounding elements. If a signal is transmitted from the 
center element in this arrangement, one expects the same received signal at the four symmetric elements. 
Those four elements can be brought into calibration by applying the proper complex multipliers to the 
respective received signals. 

The procedure requires that the array 
transmit on a single element, while 
simultaneously receiving from an 
adjacent element. The transmittance 
measurement is stored, and a different 
transmit and/or receive element is 
selected for the next measurement. The 
T/R modules are switched off and on 
under control of the beam steering 
computer driven by the special Auto- 
Calibration software. Measurements 
are made of the entire array in that 
fashion. 

Figure 1 shows how the measurements 
can be tied together to form calibration 
estimates over a slotted element array. 
In Step 1, four symmetric, pair-wise 
measurements are made, using a 
common transmit element. Using those 
results, one can form the complex 
calibration ratios for elements 1 through 
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4. In Step 2, the transmit element is changed, and four more measurements are made. With that data, 
elements 3 through 6 can be tied together, and those, in turn, to elements 1 and 2. Steps 3 and 4 show the 
transmit element being moved around, and the four measurements that are made from each position. The 
result after Step 4 shows that continuing in that fashion produces enough data to calibrate only the even 
columns, as indicated by the developing pattern of red elements. 

Although we called them "steps", the measurements can be made in any order. The only requirement is 
to make measurements using all available element pairs. The resulting set of pair-wise measurements 
forms an overdetermined system of complex element weights. Although one could in theory determine a 
least-squares optimal set of complex calibration weights, for our tests we employed a more brute force, 
iterative stepping technique. 

Calibration of the transmit state is performed identically to that of the receive state, but the transmit and 
receive elements are switched. A few minor considerations are required, e.g. to not operate receive 
elements in their saturated range. 

The odd columns can similarly be calibrated to one another. The result is two interleaved subarrays, each 
of which is self-calibrated; but they cannot be referenced to each other by using adjacent element 
measurements. We call this condition is the "two-array ambiguity". 

Figure 2 shows non-adjacent elements that can be used to 
find the amplitude and phase that will tie together the two 
separately calibrated arrays indicated by the red elements, 
"A", and the green elements, "B". Since the array is 
precisely fabricated, geometrically identical pairs of 
elements have the same mutual coupling coefficients. These 
are indicated by mt and m2. We make the four separate pair- 
wise measurements by transmitting on Ta and T,, and 
receiving on Ra and Rb- The four measurements can be 
combined as a ratio to obtain (Rb/Ra)

2. This complex ratio 
ties together the two interlaced subarrays to complete the full 
calibration. 

"b 
J5 

\7) 

A 

Figure 2. Elements selected to 
resolve the "two-array" ambiguity 

One minor point is that we require the square root of the 
complex ratio (Rb/Ra)

2, which has a sign ambiguity. The far- 
field pattern will have a null on boresight if the wrong sign is selected. There are simple techniques to 
determine the proper sign. One can use a compact range or far field measurements once during 
fabrication to determine the values of mi and m2, which will resolve the sign. 

Results 
The Auto-Calibration technique was thoroughly tested by the Northrop-Grumman Corporation (NG), 
under subcontract to TSC. The test array is a sophisticated, high performance SSAA, circular, with 808 
elements on an isosceles triangle grid. The tests were extremely successful. The phase and amplitude 
alignment of the element channels using the TSC technique exceeded the performance of the compact 
range alignment routinely done by NG. In fact, Auto-Calibration uncovered a previously unknown 
leakage problem within the pre-production array on which the technique was first tested. 
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Figure 3. Theoretical and calibrated elevation patterns 

The array was set to use 25 dB Taylor weighting. Figure 3 shows the theoretical elevation pattern on the 
left, and the pattern achieved by Auto-Calibration on the right. The calibration was started with random 
settings on the phase shifters and amplitude attenuators. The measure of merit is how well the calibrated 
pattern approaches the theoretical pattern. The results are excellent; the patterns are virtually identical. 
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Figure 4. Theoretical and calibrated azimuth patterns 

Figure 4 shows the results for the azimuth patterns. These are not quite as good as for elevation, but are 
still very good. The higher sidelobes beyond 40 degrees in azimuth result from residual RF leakage 
between element column pairs behind the aperture. An analysis of the residual amplitude and phase 
errors shows that Auto-Calibration will support sidelobe levels of-53 dB in the 800-element array. 

Reference 
[1] H.M. Aumann, A.J. Fenn, F.G. Willwerth, "Phased Array Antenna Calibration and Pattern Prediction 
Using Mutual Coupling Measurements", IEEE Trans. Antennas Propagation, Vol 37, No 7, pp 844-850, 
July 1989. 
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Phased Array Calibration 

Ron Sorace, Hughes Space & Communications Co., El Segundo, CA 

Since accurate pointing of a beam of a phased array antenna demands precise control of phase 
and amplitude, periodic calibration of the gain and phase of the electronics is essential. Calibration may 
be performed by pointing a beam of an array at a fixed location and transmitting or receiving signals that 
permit calibration of individual elements. To calibrate the entire array, the procedure must be repeated 
for each element. Note that pointing a beam at a fixed station assumes that dependence of calibration on 
direction is negligible. If parameters are sensitive to pointing direction, then an alternative such as 
multiple stations must be implemented. 

To calibrate a beam for a 
single element of an array, the 
phases of all elements for that 
beam are set to the current 
corrected phase state for 
pointing the beam at a fixed 
station, and the phase settings 
for the beam position are 
regarded as the 0° state. 
Typically, the phase 
corresponding to the beam for 
the element being calibrated is 
cycled through all possible phase 
settings [1], and the received or 
transmitted power is measured at 
each setting. The potential 
impact on the service of the 
array depends on the number of 
repetitions, the number of phase 
settings, and the time for 
measurement at each setting. 
The proposed method of 
calibration reduces the overhead 
by performing measurements at 
four orthogonal phase settings 
[2]. This yields sufficient 
information to obtain a 
maximum likelihood estimate of 
the calibration offset. 

Figure 1 illustrates the calibration sequence generated by the array. The sequence, which is 
repeated NSEQ times, starts with a synchronization time rSSYNC during which the phase of every odd- 

numbered element is switched by 180° to produce a signal null. This null is followed by a dwell time 
rDWELL during which all array elements remain at their 0° state and one repetition of the element phase 
sequence for each element in the array. The individual element phase sequence starts with a phase 
transition from the 0° state 0O to the 180° state </>im for a time rFSYNC to provide unambiguous 
synchronization and a power measurement Plg0 at the receiver. Subsequently, the phase is toggled by 90° 
, 270°, and 0° between states </>9Q, 027O, and ^0 with corresponding power measurements i>90, P270, and P0 

Ron Sorace (ronald.sorace@hsc.com) 
HSC, P.O. Box 92919, SC/S13/G343 
Los Angeles, CA 90009 

16(2+   M)T,, 

■ «...    r,„    = 16  «... (2+  M ) T, 

Figure 1. Array Calibration Signal Structure 
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being performed. The times given in Figure 1 are representative of the timing parameters for the 
calibration sequence. The sample interval of Ts must be chosen according to the Nyquist criterion, and 
the filter bandwidth must be chosen to limit the input noise while passing the desired signal. 

Special cases occur within the frame pattern when the element phase error Sk is close to one of 
four values. When Sk is approximately either 90° or 270°, P0 and P180 are approximately equal, and the 
transition from (/>0 to tj)m may not be detected. However, the transition from ^180 to ^90 at the end of the 
frame will be detected as will the transitions from ^270 to 0m and from <f>m to $,„ at the start of the 
second repetition of the phase pattern. Similarly, when Sk is approximately either 45° or 235°, Pm and 
P^ are approximately equal, so the transition from ^180 to </>90 may not be detected. In this case the 
transition from ^0 to </>no at the beginning of the long pulse will be detected as will the same transition at 
the start of the second repetition of the phase pattern. Thus, the phase pattern can be correctly 
synchronized in all cases. 

The measurement system is depicted in Figure 2 and consists of a narrowband filter followed by 
a quadratic detector whose output voltage is proportional to the power of the RF signal. Quadratic 
detection is preferable to a correlation receiver which requires carrier recovery that is susceptible to 
timing variation. 

The received voltage at the input to the power 
detector when all elements are set to their nominal phases 

Phased Array 
A/D 

IF Signal 

Receiving Terminal 

\ 

PWR 
DET 

can be written r(t) = ^Tjamcos(cot + Sm)+n(t) where co is the 
m=l 

transmitted frequency,«^ is the phase offset of the mm 

element relative to its nominal value, am is the RF voltage 
from the ?wm element, and n(t) is narrowband noise which 

is uncorrelated between samples. The narrowband noise is 
given by n(t) = nc(t)coscot-ns(t)sincot where nc(f) and 

ns(t)    are   the   inphase   and   quadrature   components, 

respectively.     These  components  are  independent  and 
identically distributed Gaussian processes having zero mean and variance 6* = N0B with N0/2 the noise 
power density and 25 the bandwidth of the filter. Introducing a phase of 6 on the jfl1 element yields 

o &cro OQO 

FILTER 

^Detected Voltage 
Proportional to 
RF Power P 
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"" Power P 

Figure 2. Measurement System 

r(t) = 
M 

X "m cos S„, + ak cos(6> + Sk)+nc (t) 

m*k 

COS COt - 

M 

X! a»> sinSm + ak sin(# + Sk )+ ns(t) 
m=l 
m*k 

sm cot 

at the input to the power detector. The output from the power detector is the square of the envelope of its 
M 

input     g=(Ac+vc+nc)
2 +(A,+vs+ns)

2     where     Ac = YjamcosSm A, = Vasin<? 
m-1 

vc = ak cos(6> + £A) , and     vs = ak sm(d + Sk).   The output of the power detector is sampled at a time 

interval Ts»\JB so that the samples are uncorrelated.   The sampled output of the power detector is 

<lx =K +v„ +n. )2+K +v„+n, ); where the variables ncX and ni are Gaussian variables as 

described previously. For each element the statistic q x is a noncentral chi-squared random variable with 

■JlhJ 
,and two degrees of freedom, density p (q x )=( 2 a2 )    exp [ -(q x +Ä) / 2 a2 ]l0 

noncentral parameter  A = (AC +VC)
2
 +(AS +vsf.    The mean and variance of    the statistic   qx  are 
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fi-E{qx )=A+2a2 and u\ =Var{qx )=4<j2A+4a4, respectively, and 70(-) denotes the modified 

Bessel function of the first kind of order zero. 
If L independent samples of the output of the power detector are averaged to form the statistic 

q, then the statistic q is a noncentral chi-squared random variable having 2L degrees of freedom with 
i . .. _ 

Ac +vc Y +(AS +VS Y \=A. The density of q is noncentral parameter A=—^ ( 

—      exp 
q + A 

2a2JL *2/L 

with mean n = Ety\= /J = E{q] = A + 2a2 and variance a  = Var^= (4<r2A + 4cr4 )/i . The statistic q is an 

—     1 L 

unbiased estimate of ju since Elq\=—^E{qx ] = E{q}=A+2a2, and this estimate is asymtotically 

efficient. 
Although the gradient of the likelihood function gives maximum likelihood estimates for the 

phase variation Sk and the amplitude variation ak, the estimate of// is a biased estimate of A that may be 
solved for Sk and ak. The bias in the sample mean may be removed by considering of the differences 

q270 -g90 = 4ak(AcsinSk -As cosSk) and q0 -qno = 4ak(Ac cosSk +AS sixiSk) which are unbiased estimates. 

Note that the element index k is understood for the statistics q, and the power is measured for each phase 
setting of each element. Since only the phase of the k"1 element is varying, the sum of the other element 
voltages forms the reference, i.e., As -0, which gives <7270 -#90 = 4akAc%\a.8k and q0-qm = 4akAccos8k. 
Hence, the estimates of the phase and amplitude variations become 

3> = tan" and ät = 
^(#270  -#90   )      + (<70  ~1 180   ) 

TZ 
V   #0  _9l80    / 

The deviations of these estimates are readily derived from first order differentials 

-2 

d(le 
a>=^lL(a>+A?+4+4) and  ^^M 4 =^(CT

2 + 4? +4 +<*?) 
2atA: a\ OQa 2A, dqe 

Since the elements are driven approximately equally, am = ak for all m and Ac = (M-l)ak .  Using the 

approximation As = 0 gives errors 3 2
S = 

N0B 

4LPt 
1+- 

N0B 
and  32 N0B 

21 
1+- 

N0B 

2Pk(M-l): 2Pk(M-\y 

where Pk = a\J2 denotes the power of the &m element. A plot of the deviation of the phase error estimate 
3 s indicates that an accuracy of 2° requires approximately twelve iterations at a signal-to-noise power 

ratio of approximately 13 dB per element. Since the residual phases of all elements other than the ffi1 

element were disregarded, the estimates of Sk and ak are relative to the aggregate of the other elements. 
Note that this reference varies depending on which element is being tested. Hence, caution must be 
exercised to update the element corrections only after calibration of the entire array. 

The transition in the phase sequence at the initiation of calibration must be immediately 
detectable to achieve synchronization. A transition in phase from 6 to ^ is detected by comparing the 
difference q$-qt to a threshold t which is set nominally at the mid-point of the range 

t = (qe-q^)/2 = 4{M-\)Pk. The      probability      of      this      transition      being      detected 

isPy = ?r{qe -q^>T\^ = Jp(^)f   p{q0) dqedq^. In    particular, the    false    alarm    rate    is 
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Pfa =Pr{<70 -q^ >r\0 = </>)= \p{cle)\'   p{l'e)dq'e dqe,     and     the     probability     of    detection     is 

PD = Pr{<70 -q^ > T16-</> - n\ = [p\q^) j~   p(ge)Me Mj wherep{) is the noncentral chi-squared density. 

These integrals are difficult to evaluate, but the variable q = qe-q^ may be approximated by a Gaussian 

distribution with mean E{q) = Äe-Ä^ and variance a\ = 4<j2\Ae +A^ + 2a2) to obtain 

42K c 
e-q2/2°»dq = l-Q(T/a/a)=l-Q 

N0B 

2PkM
2 

and 

Q 
(M- 

J(M-IJ 

N0B 

2Pk[(M-lf+l] 

where a\ = Sa2(2PkM
2+ a2), juD = &{M-l)Pk , a2

D =Sa2{lPk\M-\J +lj+cr2) , and the standard Gaussian 

distribution function is g(z) = (l/V^j | e~x '2dx. Observe that a false alarm rate of 10"6 requires a signal- 

to-noise power of approximately 13 dB and indicates a probability of detection in excess of 99% for a 
thirty-six element array. 

The quantization step size of the A/D converter must be sufficiently small to measure the 
smallest voltage change that will occur at the output of the detector. To cover the range of the possible 
inputs, the ratio of the A/D converter full scale reading to that of its least significant bit must be greater 
than or equal to the ratio of the full scale voltage to the minimum detectable voltage step. The smallest 
voltage change that is measured is Aq^ =qgo~q270=4(M-l)a2.smö, and the full scale voltage is 

proportional to the peak RF power PfEAK « M
2a2

k , so the minimum number of bits to detect a change of 6 

in the phase of a single element in the absense of noise is Bmin = log. 
AP = log2 

M2 

The 
4(M-l)sin£ 

required minimum number of bits for a measurement resolution of b = 2° for a thirty-six element array is 
8.05. However, the signal-to-quantization-noise ratio must be at least 10 dB greater than the signal-to- 
noise-power ratio to preclude degradation from quantization. For a peak loaded A/D converter this ratio 
is approximately SQN = 6.025 + 1.77 dB, so that eight bits is almost 40 dB above the signal-to-noise- 
power ratio. 

In summary, calibration of a phased array may be accomplished remotely by cycling the phases 
of elements through only four orthogonal phases and using a maximum likelihood algorithm for optimal 

accuracy. For a given calibration measurement the corrected estimates S k and a k of the phase and 

amplitude errors may be computed recursively from the previous corrections. Adjustment of the 
calibration and amplitude corrections must be performed iteratively until acceptable accurracy is 
achieved. 
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Adaptive Clutter Cancellation for Element-Digitised Airborne Radar 

J. L. Mather1", H. D. Rees*, M. Cook*, J. Wood* 
t Signal Processing Group, DERA, St. Andrew's Road, Malvern, Worcs., WR14 3PS, U.K. 

Email: mather@signal.dera.gov.uk Internet: http://spg.dera.gov.uk/ 
$ Marconi Electronic Systems Ltd, Marconi Research Centre, Chelmsford, UK. 

Abstract 
We describe a multi-layer adaptive beamforming 
method, for a large element-digitised array radar 
(EDAR). Range-dependent gain adaption (RDGA) at 
each array element offers effective cancellation of 
clutter. Simulations of airborne intercept (AI) radar 
demonstrate the power of this approach and illustrate its 
robustness to random phase and amplitude errors in the 
array. 

1.   Introduction 

The performance and availability of digital 
technology - from analogue-to-digital converters (ADCs) 
to digital signal processing - continue to increase, whilst 
costs plummet. There has been similar progress in the 
technology for producing microwave integrated circuits. 

As a result, it is now realistic to consider element-level 
digitisation for large phased array radars, as opposed to 
the current state-of-the-art, which is based on sub-array 
digitisation. Benefits include 

• improved ability to compensate for mismatches 
in analogue components (or the ability to use cheaper, 
less well-matched analogue components); 

• the ability to form multiple simultaneous low- 
sidelobe receive-beams, accelerating surveillance; and 

• new opportunities for the design of the adaptive 
beamforming system, offering improved cancellation 
of unwanted signals. 

The challenge is to exploit the additional degrees of 
freedom without demanding unrealistic numbers of data 
samples, and without requiring unrealistically high levels 
of computation for calculation of the beamforming 
weights. 

In this paper, we concentrate on the problems and 
potential for adaptive beamforming in a fully-digitised 
forward-looking airborne phased array, such as might be 
fitted in a fighter aircraft. Section 2 reviews the basic 
processing scheme [1]. Section 3 provides simulation 
results, and shows the effect of random phase and 
amplitude errors on the clutter cancellation performance. 

2.   Element digitised array radar 

2.1 Cancellation of clutter from airborne radar 

In simple terms, detection of targets by an airborne 
radar may be limited by (a) thermal noise; (b) jamming or 
other interference; (c) clutter. For a particular power- 
aperture product, thermal noise sets the ultimate limit. In 
phased arrays, fixed taper weighting can keep sidelobe 
gains low, reducing sensitivity to sidelobe jamming and 
clutter. However, at low altitude, clutter breaks through 
and masks targets. Phased arrays can be designed to adapt 
their gain to the environment. To date, in large arrays, 
individual elements have been grouped into (typically 16) 
sub-arrays, the outputs of which are weighted adaptively 
and then summed. Due to the small number of degrees of 
freedom, it is possible to suppress only a limited number 
of point-source jammers. Spatial adaption has been 
largely ignored for cancellation of distributed clutter. 

Two approaches can be taken to increase the number 
of degrees of freedom. Firstly, a tapped delay line can be 
used on each sub-array output to create a Doppler- 
frequency dependent weight vector. This leads to space- 
time adaptive processing (STAP) [2], which is very well 
suited to removing the clutter seen from a sideways- 
looking airborne radar. A second method is to increase 
the number of sub-arrays. This can be increased until the 
array is completely digitised. However, if the usual 
sample-matrix inversion adaptive algorithm is similarly 
extended, element digitised adaptive beamforming 
becomes impractical for large arrays because too many 
data samples are required to estimate the covariance 
matrix, and the number of digital operations to invert the 
covariance matrix becomes too large. Below, we describe 
a new processing architecture, which allows us to 
calculate element-level weights without these problems. 

2.2 Range Dependent Gain Adaption (RDGA) 

Within a single range gate, clutter observed by the 
radar subtends a limited solid angle. Range dependent 
gain adaption (RDGA) involves calculating an adapted 
beamforming weight vector for each range gate. Thus, it 
is not necessary to maintain ultra-low sidelobes for all 
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angles of arrival - only for angles corresponding to the 
clutter within the range gate of interest. An n x m matrix 
of data is used to calculate the weight vector, where n is 
the number of antenna elements and m is the number of 
pulses. At high PRF, range ambiguous clutter returns are 
received. This is indicated in Fig. 1, where the radar is at 
an altitude h above a flat earth. A target is at a distance of 
Rt - n,Ra + dp where nt is an integer, Ra is the range 
ambiguity given by Ra - cT/2, Tis the pulse repetition 

interval (PRI) and c - 3 x 108 m/s. After an initial period 
of nt pulses has elapsed, the target return lies in all m 
samples. Each sample contains clutter from rings on the 
ground located between distances of Ra + dt-a   to 

Ra + dt + a,2Ra + dt-a to 2Ra + dt + a,...,pRa + dt-a to 

pRa + dt + a, where a - cc/2 and x is the pulse length. 

To cancel the clutter spatially, broad gain minima 
must be formed over the clutter bands. Sidelobes may 
increase in other directions. This reduces array 
efficiency, but does not increase sensitivity to other 
interference since signals corresponding to intermediate 
ranges have been gated out. Although we have described 
a high pulse-repetition-frequency (HPRF) mode of 
operation, the method can be extended easily for low and 
medium PRF. 

2.3 Domain Factorisation 

In this paper, we consider a planar array of n - 1387 
elements, whose locations are shown in the bottom right 
of Fig. 2. We assume that all elements have been 
matched, using digital correction. Element-level weights 
are calculated by breaking down the processing into 
smaller stages, or domains, as illustrated in Fig. 2. The 
first domain, shown in the top left of Fig. 2, consists of 
7ii=19 elements taken around the array centre. The 
second domain, of nj-49 points, is shown in the top right 
of Fig. 2. The third domain, of n3-55 points (in 
randomised positions, to rninimise grating effects [1]) is 
shown at the bottom left. In domain q, a weight vector 

domain 1 (n-19) domain 2 (n-49) 

0.2       0.4 

domain 3 (n=S5) 

0.2       0.4 02       0.4 

Figure 2. Three-layer domain factorisation of a 1387 
element X-band array. Axes show dimensions in 
metres. 

w q  of dimension nqxl  is calculated adaptively from 

an nq x m matrix of signals X*9), where m is the number 
of time samples. 

Define the data at a single domain element to be the 
1 x m vector *(r) where r is the position vector of the 

element. The «jXm matrix AT(1) which is used to 

calculate the weights in domain 1 is given by 

«<" - y ,(i) ji) „(1) (1) 

where T denotes the matrix transpose. x\l) is the data 

time-series from the ith element in domain 1, given by 

Centre of array 
Target distance, R, = nfia + d, 

Ground plane   J. 
Ra+d,-a  Ra+d,  Ra+d,+a       2Ra+dfa    2Ra+d, 2Ra+d,+a 3Ra+d,-a !Ra+d,   3Ra+d,+a 

Figure 1. Using a HPRF waveform, clutter is received from multiple ambiguous ranges. Adaption 
to the clutter is achieved by calculating a unique weight vector for this range gate. 
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je*1* - xi/P), where ri1* is the position vector of the ith 

element 

Having   obtained   the   domain   1   weight   vector 

*>(1) _ L(D W(D     W(D|  .shifted versions of domain 1 

then form n^ overlapping sub-arrays, centred about the 
domain 2 points. The inputs to domain 2 are men 

J2) .<1>_,_(1K _(2k jf -  X^Vr^ + r^) (2) 

where r*2) is the position vector of the/Ä point in domain 

2 and>=l ,2 ... n2. The n2xm matrix of domain 2 data is 

(3) *(2) -  I J2) J2) [,f>»f...««f. 

The weight vector ■(2M2)-<fisthen 

calculated by adapting to the data in X(2). The input 
signals to domain 3 are 

J»J*>~fJlKJ*KrW\ 

t-ij-i 

(4) 

where rf) is the position vector of the k*h point in domain 

3, and ifc=l ,2... n3. The n3 x m data matrix for domain 3 is 

<A?) 

From 

(3) 
W       = 

J3) _(3) ... *(3)~T- n3J 

X 

..(3) ...(3) 

.(3) weight 

(5) 

vector 

..(3) 
IT 

is calculated, and the 1 x m 

output from the array is 

nl      "2      n3 
U)...(2)   (3)   , (1) ^   (2) _,_   (3). 

j- lj. U_ 1 

The weighting in equation (6) is a convolution of the 
weights for each domain, and the array beam pattern is 
the product of the patterns of each domain. 

2.4 Weight Computation 

Beamforming weights can be calculated using 
diagonally-loaded Sample Matrix Inversion. The loaded 
covariance matrix in domain q is 

'        m 
(7) 

where H denotes the complex conjugate transpose, 7^ is 
a loading factor, and / is the identity matrix. The nq x 1 

weight vector is then calculated using [3] 

w (9) (8) 

c^ is the look-direction vector of the form 

T 

c(9)- 

where kn 

e e 
.<«> .<«) (9) 

knQ and nQ is a unit vector in the look 

direction, and it - 2n/X, where X. is the wavelength. 
Diagonal loading reduces weight jitter in each domain, 
desensitises the weights to insignificant signals and 
reduces the influence of signals incident near to the 
look-direction. 

In the results presented here, ^ is chosen to satisfy a 

norm constraint on the adaptive weights at the q stage of 
domain factorisation. This has been found to improve 
performance in the presence of main-beam jamming. 

Main beam clutter can cause severe distortion of the 
adapted beams, if it is allowed to influence the weight 
calculation. However, it is easily dealt with by temporal 
pre-filtering of the data at each domain level. 

3.   Simulation results 

We have simulated an AI radar in level flight at 

300ms"1 at an altitude of 2000 feet. A medium PRF 
waveform is used (14.285kHz, with a bandwidth of 
4MHz). There are 128 pulses, and (for efficiency in 
computing the RDGA weights) groups of 35 adjacent 
range-gates have been averaged into the covariance 
matrix, providing the equivalent of 4480 data samples - 
far more than is actually needed. We have simulated a 
peak transmitter power of 10W per element, with 12.5% 
duty ratio. There is no aperture shading on transmit, but a 
randomly chosen 1% of elements do not transmit. (This 
raises the transmit sidelobes to a realistic level.) 

In our simulation the clutter is modelled using 

o° = Ysine + 7cvexp(-(90-9)2/\if0 ) (10) 

where o° is the clutter cross-section, 0 is the grazing 

angle, y = 0.2, ycv = 10, and v0 = 10°. The first term 

in equation (10) is a constant gamma model for the 
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clutter, and the second term simulates the altitude line 
return. 

Fig. 3 shows range-Doppler maps for (a) a fixed 
beamformer, pointed perpendicular to the array face, (b) 
EDAR/RDGA processing of data from perfectly matched 
receivers, and (c) EDAR/RDGA processing with random 
amplitude and phase errors (0.2dB and 2.5 degrees RMS, 
respectively). There are 25 targets at different ranges and 
Dopplers (visible on a regular grid in Fig. 3(b)) and 
sidelobe clutter. Target strengths are equivalent to a lm2 

object at a range of 50km. In the absence of errors, ED AR 
domain-factored RDGA processing removes almost all 
of the sidelobe clutter. In the presence of errors, there is 
increased breakthrough of the strongest clutter returns 
(although, in practice, the closest range returns would be 
eclipsed). Performance may be improved by (i) reducing 
the number of range-gates over which the covariance 
matrix is averaged; (ii) increasing the number of elements 
in domain 3; (iii) potentially more accurate calibration of 
an element-digitised array. Nevertheless, our results 
show resilience to this type of error. The plots are scaled 
to give constant thermal noise level in each 
range-Doppler cell, equal to kTB, where k is Boltzmann's 
constant, T= 290K andB is the bandwidth. 

4. Conclusions 

Using domain factorisation, adaptive processing of a 
large element-digitised phased array can be achieved 
with realistic sample support. Range-dependent gain 
adaption enables effective spatial adaption for 
cancellation of distributed clutter. However, random 
calibration errors can cause some breakthrough of 
altitude line clutter. Future work should examine the 
potential for reducing errors by element-level calibration. 
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Figure 3. Normalised range-Doppler maps for 
scenario with sidelobe clutter and 25 targets, (a) 
Fixed beam (b) EDAR/RDGA (no errors) (c) 
EDAR/RDGA with errors. 
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Abstract 

The paper discusses the impact of mutual coupling on Space-Time Adaptive Processing (STAP) algorithms. 
To do so, simulations are used to illustrate the impact on the structure of the covariance matrix. Examples 
using measured data illustrate the effects of mutual coupling and channel mismatch; 
INTRODUCTION 

Space-Time Adaptive Processing (STAP) algorithms were originally developed mainly for proof-of-concept, 
assuming an idealized scenario. The main assumption is a linear array of equi-spaced, isotropic, point, sensors. 
Under this assumption, the array elements sample but do not re-radiate the incident fields. In addition, each 
element of the array is assumed to be exactly like every other element, i.e. the channels are perfectly matched. 
In the real world, each array element must have some physical size leading to mutual coupling between the 
elements. In addition, the channels are mis-matched due to manufacturing errors. 

The effort of moving STAP from theory to practice has been significantly advanced by the availability of the 
Multi-Channel Airborne Radar Measurements (MCARM) database. The MCARM elements are reduced depth 
notch radiators. In applying STAP algorithms to measured data, researchers ignored the real world effects of 
mutual coupling and channel mismatch. However, electromagnetic analysis of antenna arrays shows that these 
effects severely degrade the performance of statistical [1] and direct data domain algorithms [2]. Reference [1] 
uses a simplistic analysis to illustrate the effects of mutual coupling. However the impact on the structure of 
the covariance matrix has not been studied. In the ideal case of a linear array of point sensors, the interference 
covariance matrix is Toeplitz (Toeplitz-block-Toeplitz in the space-time case). Furthermore, in the space-time 
case, the number of significant eigenvalues may be estimated a-priori. Both assumptions fail in the case of 
mutual coupling. 

In applying STAP algorithms to measured data, another phenomenon, channel mismatch, must be taken into 
consideration. For example, under the ideal case the spatial steering vector forms a column of an appropriate 
DFT matrix. Certain algorithms therefore use a DFT to transform spatial data to the angle domain. In the 
real world, channel mismatch and mutual coupling affect the spatial steering vectors and a DFT is not optimal. 

This paper uses both measured data and simulations to illustrate the effects of channel mismatch and mutual 
coupling on adaptive beamforming. For the simulations, the difference between the covariance matrices with 
and without mutual coupling is investigated. The simulations use a Method of Moments (MOM) analysis to 
evaluate the mutual coupling between the elements of a linear array of half-wavelength dipoles. For measured 
data, the algorithm investigated is the Joint Domain Localized (JDL) adaptive algorithm. Improved detection 
performance by accounting for channel mismatch and mutual coupling is illustrated. 

'This work was sponsored in part by the Air Force Research Laboratory under contract F30602-97-C-0006. 
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METHOD OF MOMENTS ANALYSIS OF MUTUAL COUPLING 
In this work we use the MOM [3] to analyze the antenna and hence the mutual coupling. The MOM reduces 

to a matrix equation, the integral equation relating the incident field to the currents on the antenna. As we will 
show, the elements of the matrix quantize the mutual coupling between the antenna elements. 

There are assumed to be Ne z—directed wires in the array, lying in the x — y plane. The array elements are 
of length L and radius a, with a < L. A linear polarized, narrowband, electric field, Einc, is incident on the 
array. Under the thin wire assumption, the current approximately flows only in the direction of the wire axes 
(here the z-direction), the surface current and charge densities on the wire can be approximated by line currents 
(/) and charge on the wire axes (they lie in the y = 0 plane) and the boundary condition can be applied to the 
axial component of E on the wire axes i.e. the boundary condition is applied to Ez on the wire axes. Using 
these assumptions, and the boundary condition that the total electric field on the axis of the wires must be 
identically zero, the integral equation that characterizes the behavior of the antenna array is 

E™(z) = jut* f     I(z')^-dz' - J-A /     ^lt^ldz'   z e axes. (i) 
Jaxes 4irR jue0 dz Jaxes   dz'    AirR v ' 

We solve this equation for the currents using the MOM. The basis functions used are the piecewise sinusoids 
as described by Strait et.al. [4]. The weighting functions are the same piecewise sinusoids i.e. a Galerkin 
formulation is used. This formulation is chosen because it yields analytic expressions for the elements of the 
matrix, hence eliminating the need for numerical integration. The resulting matrix equation can be written as 

V = ZI =4-1 = YZ, (2) 

where I is the MOM current vector with the coefficients of the expansion of the current in the above basis. Z 
is the MOM impedance matrix. Y is the MOM admittance matrix, the inverse of the impedance matrix. The 
matrices are of order N x N, where N is the number of unknowns used in the MOM formulation. The entries 
of V and Z are given by 

Rn(>jkxm cos <t> sin 0 
vi = ,   . /, A  x • 2 Jejkz<-" coso [cos(fc Azcos0) - cos(fcAz)l, (3) 

ksm(kAz)sm'6 ' v ' 

where 8 and (j> are the elevation and azimuth direction of arrival of the incident field. 

/*,+i,m r r i-zp+i.n e~ikR 1     f)    rzp+i.» At    (,'i p-jkR     11 

.-,.„ '-W 1 n L, '*"M^'" SS /,.,.. *^THF*]} *■    <4> 
where i = [(m - 1)P + q\. 1 = [(n - l)P+p] and /,,m is the g-th basis function on the m-th element. 

Note that the entries of the voltage vector are directly related to the incident field and are hence free of the 
effects of mutual coupling. The entries of the impedance matrix are the interaction between the field due to the 
current source /Pl„ at the location corresponding to the basis function fq>m. Therefore, by their very nature, 
the entries of the impedance matrix are a measure of the mutual coupling between the sections of the array. 

Using the MOM admittance matrix and the voltage vector, we can show that the voltages measured at the 
ports of the array are given by 

ymeas = ZL YportV (5) 

where, Yport is the Nex N matrix of the rows of Y that correspond to the ports of the Ne elements. 7,L is the 
Ne x iVe diagonal matrix with the port loads as its entries. 
EFFECTS OF MUTUAL COUPLING AND CHANNEL MISMATCH 

STAP algorithms were traditionally developed assuming a linear array of isotropic point sensors. This section 
illustrates effects of mutual coupling and channel mismatch using simulations and measured data. 
Simulated Data 

In the case of an ideal array, the spatial interference covariance matrix is Toeplitz. In the space-time case, the 
space-time data vector can be arranged such that the covariance matrix is Toeplitz-Block-Toeplitz. However, 
this is true only under the ideal case. Under the ideal case each element of the array is independent of the others 
and the correlation between elements is only a function of the distance between them. However, in the true case, 
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Table 1: Covariance matrices: without and with mutual coupling 
Without Mutual Coupling With Mutual Coupling 

0.92 0.59 0.59 0.41 0.37 0.22 0.23 0.80 0.76 0.57 0.44 0.28 0.23 0.01 
0.59 0.85 0.58 0.66 0.43 0.42 0.23 0.76 0.96 0.75 0.54 0.35 0.29 0.10 
0.59 0.58 0.86 0.60 0.59 0.41 0.38 0.57 0.75 0.82 0.66 0.45 0.40 0.20 
0.41 0.66 0.60 1.00 0.63 0.64 0.34 0.44 0.54 0.66 0.86 0.68 0.59 0.39 
0.37 0.43 0.59 0.63 0.88 0.62 0.56 0.28 0.35 0.45 0.68 0.83 0.77 0.50 
0.22 0.42 0.41 0.64 0.62 0.90 0.60 0.23 0.29 0.40 0.59 0.77 1.00 0.71 
0.23 0.23 0.38 0.34 0.56 0.60 0.88 0.01 0.10 0.20 0.39 0.50 0.71 0.73 

Measure of "Non-Toeplitzity" =0.1926 Measure of "Non-Toeplitzity" =0.4827 

Figure 1: Eigenvalue spread without and with mu- 
tual coupling. 

Figure 2: Magnitude of measured steering vector. 

each element in the array sees a different environment. The correlation between two elements is a function of 
the distance between them and also the location of the elements in the array. Solving for the adaptive weights 
using a Toeplitz solver will lead to incorrect solutions. 

To illustrate this point, Table 1 presents the magnitude of the covariance matrix for the case with and without 
mutual coupling. The array is made up of 7 elements spaced A/2 apart. Each element is of length A/2 and radius 
A/200. The clutter is 25dB above the noise floor. 28 secondary data vectors are used to estimate the covariance 
matrix. The covariance matrices are normalized to the maximum absolute value. The "Non-Toeplitzity" of the 
matrix is denned as mean squared summed error between the matrix and its Hermitian. 

For an ideal array, the number of significant clutter eigenvalues is set by the number of pulses in a coherent 
pulse interval (CPI), number of elements and speed of the platform. In general [5], 

Neig~N + ß(M-l), (6) 

where ß is the number of half inter-element spacings covered in a single pulse period. In this example, the seven 
element array of Table 1 is used in conjunction with three pulses forming the CPI. The speed of the aircraft is 
set such that ß = 1. The number of eigenvalues is therefore approximately 9. We use 84 secondary data vectors 
to estimate the 21 x 21 covariance matrix. The eigenvalue spread for the case without and with mutual coupling 
is given in Fig.l. As can be seen, the eigenvalue plot for the case without mutual coupling shows a sharp cut 
off at the 9th eigenvalue. For the case with mutual coupling, the cut off is significantly less. 
Measured Data 

In using STAP algorithms to detect weak signals in interference, the effects of mutual coupling and channel 
mismatch are usually ignored. However, as we shall see, both have significant effects on the performance of 
STAP algorithms. Here the effect is illustrated on the JDL algorithm which adaptively processes data within a 
Localized Processing Region (LPR) in angle-Doppler space. 

The MCARM database is a collection of measured data taken over several flights with several acquisitions 
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Figure 3: STAP performance assuming ideal array. Figure 4: STAP performance accounting for mu- 
tual coupling and channel mismatch. 

per flight. Also provided with the database is ä set of measured steering vectors. These steering vectors account 
for the mutual coupling and channel mismatch and must be used to transform the space-time data to the angle- 
Doppler domain. In the ideal case, the magnitude of the steering vector at each element is constant. In the 
measured case, as shown in Fig. 2, the magnitude may fluctuate significantly. 

In past applications of JDL to the MCARM database, the data is transformed to the angle-Doppler domain 
using the measured steering vectors, but the space-time steering vector is not. It is assumed that the steering 
vector follows the ideal case. Figure 3 illustrates the performance of the STAP algorithm for the case that the 
array is assumed to be ideal. The data is from acquisition 575 on flight 5. A weak target is injected in range bin 
290. There are many false alarms and the target cannot be easily detected. Figure 4 illustrates the performance 
after accounting for the non-ideal array. As is seen, the false alarms are significantly reduced and the weak 
target can be detected. 
CONCLUSIONS 

This paper provides a brief review of the effects of mutual coupling and channel mismatch on the performance 
of STAP algorithms. Accounting for the non-ideal array can significantly improve STAP performance. 
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Abstract 
This paper reports the experimental results of the DOA 

estimation and BER improvement using adaptive array 
antenna system we have proposed. We evaluate the accuracy 
of the DOA estimation in outdoor using the MUSIC, ESPRIT, 
and fast DOA algorithm. Moreover, we show the 
improvement of the BER performance through the 
beamforming control of the adaptive array antenna with the 
DCMP algorithm. 

1. Introduction 
Adaptive array techniques in mobile communication system 

can improve channel capacity by reducing co-channel 
interference and multipath fading. Estimating the direction of 
arrival (DOA) of the signals and determining the antenna 
weights are the important technologies, on which many 
studies have been made [1][2]. As for DOA algorithm, the 
multiple signal classification (MUSIC) and estimation signal 
parameters via rotational in variance techniques (ESPRIT) 
algorithms are well-known. They are based on the eignen 
structure of the signal. On the other hand, another fast DOA 
algorithm without the eigen structure has been proposed [3]. 
In this paper we evaluate the performance of the above 
algorithms using an adaptive array antenna system through the 
experimental results. The array antenna system which we 
developed consists of DOA estimation, weight adaptation, and 
beamforming blocks. Moreover, we clarify that the bit error 
rate (BER) can be improved by beamforming technique. In 
Section 2, we describe the system concept using the array 
antenna system. In Section 3, we explain our experimental 
system, then in Section 4, we report the results of our 

experiments in both an unechoic chamber and outdoor, line-of 
sight (LOS) environment. Finally, we summarize our major 
findings. 

2. The system using adaptive array antenna 
2.1. System concept 

Figure 1 shows the system concept using adaptive array 
system. The base station (BS) has the array antenna, searches 
the directions of the mobile stations (MSs) and forms the 
beam for the target MSs. These controls improve not only 
carrier to interference ratio (CIR) and BER but also the 
utilization of frequency resources through adaptive beam 
control. 
2.2. Experimental system 

Figure 2 shows our experimental adaptive array system we 
have developed. Figure 3 depicts the block diagrams of the 
system. The array antenna system consists of array antenna 
block, frequency conversion block, and digital processing 
block. The array antenna has equi-spaced eight elements with 
micro-strip patch antennas. The distance between adjacent 
antennas is half a wavelength. Two dummy elements are 

' »«»a^^       >J i 

(a) (b) 

Fig, 2 The exterior of the adaptive array antenna system 
(a)   The control part of the adaptive array system 

(b) 8 element linear array antenna 

Table 1 Experimental system parameter 

Fig. 1 The system concept using the adaptive array system 

Array antenna microstrip patch antenna 
vertical polarization 

RF frequency 2.335 GHz 
IF frequency 450 kHz 
Modulation ^4-DQPSK, 42 kbps 
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placed at both ends of the elements to equalize their 
characteristics. The frequency 2.335 GHz of the RF signals 
received at the array elements is converted to 450 kHz by the 
down converters and analog filters in the frequency 
conversion block. Then, the IF signals are sent to the digital 
processing block, which consists of A/D converter, a DOA 
estimation block, a weight adaptation block, and a 
beamforming block. The IF signals are digitized by the A/D 
converter, which operates at 1.8 MHz sampling clock rate and 
12 bit resolution. The digitized IF signals are then converted 
to the I and Q base-band signals. The data bus transfers the 
I/Q channel data to the DOA estimation, weight adaptation, 
and beamforming blocks. The DOA estimation block applies 
three types of DOA estimation algorithms, such as the 
MUSIC or ESPRIT (eigen space based algorithm) or a fast 
DOA algorithm [3] to the received data. The weight 
adaptation block calculates the optimum weight vector based 
on the estimated DOA, the beamforming block synthesizes the 
data by using the calculated weight vector. 

We can also operate each block independently. Therefore, 
we can examine both the reliability of the DOA algorithms 
and the effect of beamforming, using each block 
independently. 

In our experiments, the DOA estimation block use 1024 
samples from each element for the calculation of the MUSIC 
and ESPRIT. For the fast DOA algorithm, it used one sample 
from each element for the calculation because it is a recursive 
type algorithm. The CPU performance is 200MIPS. When one 
signal impinges on the array, it takes about 70 ms for the 
calculation with the MUSIC or ESPRIT algorithm and about 
0.7 ms for the calculation with the fast DOA algorithm. 

3. Experimental results 
3.1 Accuracy of DOA estimation 

We first examined the performance of the MUSIC and 
ESPRIT algorithms which estimate the DOA of the signals in 
an unechoic chamber. We set the array antenna (Rx) on a 
turntable and performed experiments under two different 
conditions. In condition I, a single transmitter was set in front 
of the array antenna. In condition II, two transmitters were 

Array antenna 
block 

dummy P>— 

#2 o 
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dummy PN— 

Frequency 
conversion 

block 

RF 
Signals 

A/D 
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Digit äTpröcessing 
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DOA 
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Weight 
adaptation 

block 

r 
Beam 

forming 
block 

Data Bus 

IF 
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used. The configurations of these experiments are illustrated 
in Figs. 3 and 4. In the experiments, we set the power of the 
transmitter 1 (Txl) and the transmitter 2 (Tx2) so as to receive 
the signals at the level of -91.4dBm at Rx. The distance 
between Txl and Rx was 10 m. 

The accuracy of the DOA estimation in condition I is 
shown in Fig 6. The merge of the estimation errors was within 
3 degrees in both algorithms through the angle of incident 
from -80 to 80 degrees. We also examined the DOA 
estimation when the height of Txl is lower than that of Rx. 
We set the angle of elevation between Txl and Rx at about 7 
degrees. We found that the accuracy of the DOA estimate 
degraded slightly when 101 becomes large. From the result, our 
system can guarantee the accuracy of the DOA estimation 
within 101 < 60 degrees in this case. 

In condition II, the two transmitters in front of the array 

Rx(8-element array) 

'I Tx1 

TurnjTi 

Fig. 4 Experimental configuration in situation I. 

ft (8 -element array) 
Modulated signal              x   1 

Tx                   9» /-IN 

Tx2                                              . 
<^J" 'Non-modulated            -90 

Turn Table 

Fig. 5 Experimental configuration in situation II. 
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Fig.3 Experimental system configuration 
(b) In the case that the elevation angle was 7 degrees. 

Fig. 6. Result of DOA estimation (situation I) 
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antenna were located at an interval of § degrees. Figure 7 
shows the results obtained by the ESPRIT when <|> = 5 and 20. 
The accuracy of the DOA estimate was poor compared to that 
in condition I. As <|> became smaller, the estimation error 
increased. 

3.2 Tracking and beamforming experiment (LOS) 
We examined the performance of DOA estimation and the 

effect of the beamforming control using our system. For 
investigation of the beamforming control, the algorithm which 
calculates the optimum weight vector is need to receive the 
desired signal avoiding the interference. 

We use the directionally constrained minimization power 
(DCMP) algorithm [4] that is shown as follows, 

w(m +1) = P ■ [w(m) - /tt(/n)y * (m)] + F 

,.n, y(m) = »f   (m)x(tri) 

w(0) = F 

P = I-C(.CHCy1CH 

F = C(.C"CTiH* 

where x(m) is the array input signal, y(m) is the output signal 
at a discrete time m, I is M-by-M identity matrix, u is the step 
size parameter that satisfies 

(1) 

(2) 

(3) 

(4) 

(5) 

0<fl<- (6) 
3trace(E[x(m)x"(m)]) 

C is a matrix of array responses for the constraint direction 

80 
60 
40 
20 

0 
-20 
-40 
-60 
-80 

s> 
<• 

jÄ i 

• • ♦ 
• 

Tx1 

Tx2 . ♦ Jtr 
tn i 

(& 
i 

w* _J 
-80 -60 -40 -20    0     20    40    60 

8 (degree) 

(a)* =5 

80 

bo BU 

■o 60 

< 40 
O ?0 
Q 

(1 
■o 

-20 

E -40 
+J -fin 
LLI -80 

 7>  -?^^l  

<< i?"^f  J>     -• 
 —?*—^t  
-^^^  
vf  

♦ Tx1 
• Tx2 

-e 
-- e-2o 

-60   -40   -20     0       20     40     60     80 

0   (degree) 

(b)0=2O 

Fig.7 Result of DOA estimation (situation II) 

and H is the vector of the complex-valued gain for the 
constraint direction. C and H satisfy the following equation: 

CTw = H. (7) 

We calculated the weight vector in (1) using 1024 samples. 
Figure 8 shows the configuration of the outdoor 

experiments. A slightly higher place, we positioned Rx 
parallel to the street. The maximum angle of elevation from 
the street to the Rx was about 12 and the minimum was about 
3 degrees. On the basis of the results in an unechoic chamber, 
we examined the accuracy of DOA estimation at the range 
between -60 and 60 degrees. 

We performed the experiments in the same conditions as in 
the unechoic chamber. We used a single transmitter (Txl) in 
condition I and two transmitters in condition II. 

In condition I, we positioned the Txl at several points to 
change the DOA of its signal. At each point, the transmission 
power level of Txl was set so as to receive the signals at the 
level of -85 dBm at BS. Figure 9 shows the results of the 
DOA estimation in condition I. In condition II, we located the 
Txl and Tx2 as shown in Fig. 8. The results of the DOA 
estimates are shown in Fig. 10. From figs. 9 and 10, we found 
that the BS could estimate the DOA almost perfectly. 

Then we measured the BER to investigate the effect of 
beamforming in condition II. Txl transmitted a modulated 
signal as a desired signal and Tx2 transmitted a 
non-modulated (carrier only) signal as a interference signal. 
We measured the BER in three different cases: 
In case 1: the BS receives the signal with a single element. 
In case 2: the BS receives the signal with the array antenna in 
which all eight elements have the same antenna weights. 

In case 3: the BS receives the signal with the array antenna 
where the weight vector is calculated by DCMP algorithm. 

Throughout the experiment we changed the transmission 
level of Tx2 , while we fixed the transmission level of Txl. In 
order to set the constant transmission level of Txl, we first 
measured the BER at the transmission level used in Txl in 
situation I for both case 1 and case 2. Then, we established the 
transmission level x at which the BS could receive a signal 
with BER of le-4. For case 1, the received level at BS was -80 
and for case 2, the received level was -85 dBm when Txl was 
set at 0 degrees. Using these results, we set the level of Txl to 
(x+3) dBm and observed results at the le-4 BER level. For 

Nun i-Modul|ate( 1 
Tx2 
pxed 

<l'-^ 

-Tx1 
(vehicular' 

o- 

Rx(8-el9msnt array) 
ml 

■%:-> 

Modulated signal 

Fig.8 Experimental configuration in outdoor 

551 



case 3, the transmission level of Txl was fixed at the same 
level at in case 2. 

Figure 11 shows the BER. In case 2, the CIR improved 
about 10 from case 1 dB to achieve BER = 10"3. In case 3, it 
improved more than 5 dB. 
Finally, we examined the reliability of a fast DOA algorithm 

calculation [3]. This algorithm was developed to track users 
moving at high velocity because the DOA estimation 
algorithm applied in eigen space requires much time. This 
algorithm is applied as follows, 
1) The BS estimates the transmitter position using MUSIC 

or ESPRIT algorithm as initial value. 
2) The fast DOA algorithm is used to calculate the DOA 

and velocity at sampling time m. 
3) m is set to m+1. When 1000 times repetitions are finished, 

return to step 1), if not, return to step 2). 
In our experiment, Txl (a vehicle) moved down the street at 
60 km/h. To find the actual position of Txl, BS started 
estimating the DOA when Txl passed a certain mark. Figure 
12 shows the accuracy of the DOA estimation. In this scenario, 
the square shows the results calculated by ESPRIT, and the 
solid line shows the results calculated by the fast DOA 
algorithm. The crosses show the actual positions calculated by 
the time and velocity. This figure indicates that using the fast 
DOA algorithm resulted in extremely accurate estimates. 
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4. Conclusions 
In this paper, we report the results of the DOA estimation 

and BER improvement using our experiments in LOS 
enviroment of an unechoic chember and outdoor. From the 
results, we showed the accuracy of DOA estimation using the 
MUSIC and ESPRIT in outdoor and the feasibility of the fast 
DOA algorithm. 

Moreover, we showed the improvement of the BER through 
the beamforming with the DCMP algorithm. In the near future, 
we will examine the effect of the DOA estimation and BER 
improvement in urban area. 
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Abstract — This paper presents a robust 

beamforming based on the generalized eigenspace- 

based (GEIB) technique. It has been shown that the 

GEIB beamformer demonstrates the advantage of 

less sensitivity to small pointing errors over the 

eignespace-based (ESB) technique. However, the 

GEIB still couldn't deal with the large pointing 

error near the edge of mainlobe. Shaping the noise 

subspace with the estimated steering vector, we 

propose an effective technique to achieve more 

robust capabilities than the GEIB and ESB. 

I. INTRODUCTION 

When the interferers are uncorrelated with the 

desired signal, the conventional beamformers have 

been shown to achieve good output SINR by 

suppressing the interferers while enhancing the 

reception of the desired signal. In practical 

circumstances, there exist the steering vector errors 

due to the pointing errors or inaccurate calibration 

of sensors. The desired signal may be viewed as an 

interferer and tends to be suppressed [1]. For 

solving this problem, several robust methods were 

proposed in the literature [2] to reduce the array 

sensitivity. The GEIB [3] has robust capabilities to 

the small pointing errors and achieves higher 

output SINR than the linear constrained minimum 

variance beamformer (LCMVB) [2], especially 

when the constraints are not preserved. However, 

we note that the output SINR of the GEIB is 

degraded when the desired signal impinges upon 

the array from the direction near the mainlobe edge. 

To cure this problem, the ESB beamformer in [4] 

uses the subarray partition scheme to estimate the 

actual steering vector of the desired signal and 

construct the signal subspace (SS). Due to the 

mismatch between the estimated ideal steering 

vector of the desired signal and the actual one, the 

desired signal may be suppressed in the ESB 

method. In the situation of the large pointing error 

and high input SNR, the desired signal may be 

viewed as an interferer and tends to be suppressed. 

In this paper, we present an effective technique 

for the GEIB against the pointing error. Firstly, we 

propose an appropriate scheme to estimate the 

actual steering vector by using the full array data. 

Then, using the orthogonality property between the 

steering vector and the noise subspace, we shape 

the estimated steering vector to approximate the 

correct steering vector. Secondly, with the actual 

estimated steering vector, the actual bearing angle 

of the desired signal can be obtained by using the 

concept of constructing steering vector. Finally, the 

actual bearing angle of the desired signal to 

improve the performance of the GEIB at a large 

pointing error nears the mainlobe beamwidth. 

E. GEIB AND PROBLEM DESCRIPTION 

0-7803-6345-0/00/$10.00 © 2000 IEEE 553 



A. The GEIB Beamformer 

Consider P narrowband uncorrelated sources 

impinging on an M elements uniform linear array. 

The direction vector of the ith source is given by 

a, = 1   •••   exp(y'2^(M-l)—sin©;) 
A, 

(1) 

where d is the spacing between two adjacent 

elements, X is the wavelength of the carrier, 6i is 

the impinging angle with respect to the broadside 

of the array, and the superscript T is the transpose 

operator. Thus, the received array data can be 

represented as an Mxl vector form 

x(0=Xsiai +n 

i=1 
(2) 

where the ith source st is assumed to be the 

complex Gaussian process with power equal to of, 

and the noise n is spatially and temporally white 

Gaussian noise with power a\. 

Next, we describe the GEIB [3], which 

combines the features of the ESB beamformer and 

the LCMVB. Minimizing the array output power 

subject to the linear constraints CHWc=f, the 

LCMVB [2] generates a weight vector 

W^R-'C^R-'Q-'f (3) 

where the superscript H denotes the complex 

conjugate transpose. Cand f are the constraint 

matrix and response vector, respectively. The 

correlation matrix of the array input vector 

R = E [ xxH ]. The weight vector Wc in (3) can be 

expressed as the summation of two orthogonal 

components [3] 

Wc=EsEfWc+EnE>c=Ws+Wn (4) 

where Es spans the SS, while En spans the noise 

subspace (NS). Thus, Ws=EsEfWc is the weight 

projected in the SS, and   Wn =EnE^Wc   is the 

weight projected in the NS. Due to the GEIB 

without preserving the constraints, this approach 

can reduce the output noise power to the noise 

power level of unit gain constraint beamformer. 

Therefore, we only use the weight of GEIB with 

second-order derivative constraints unpreserved to 

analyze performance. Then, the weight vector is 

1 
WG =-5—'—--E.E?W, s     s     * c (5) 

B. Problem Description 

Let the desired signal be the source incident 

from directional angle 0,. For the case of correct 

steering, ad is equal to a,. Otherwise, the 

steering vectors mismatch ad^a,. According to 

the result presented in [4], the output SINR 

approaches to zero when the desired signal is 

impinging on the array near the mainlobe edge. If 

the beamformer could deal with this problem, one 

can call this beamformer has robust capability. 

Fig. 1 depicts the sensitivity of the ESB technique 

of [4] and [5] in terms of the output SINR versus 

0,. The simulation conditions are the same as the 

Fig. 4(a) of [4] with the steering angle 0d =0° and 

SNR = 20dB. However, both of them can not deal 

with the pointing error near the mainlobe edge. 

HI. THE PROPOSED ROBUST TECHNIQUE 

Here, we directly use the full array output data 

and the ESB beamforming [5] to estimate the 

steering vector of the desired signal. The optimal 

weight vector is WE =EsA"s'Efad where 

As = Ef RES. Then the output of array is 

^(0 = WE
Hx(0 = l5igi+WE

Hn (6) 
i=l 

where  gt = W^ denotes the array gain for the ith 
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signal. Based on the assumptions that M > P and 

ad is suitably close to a,, we can say that the 

interferers could be nulled under array optimal 

condition and (6) can be approximated as 

y(0-^g,+WE
Hn (7) 

Equation (7) reveals that the output of the array can 

be used as a reference to find the actual steering 

vector a,. Consider the cross-correlation matrix 

R^ between x(t) and y(f), 

Rxy=RWE«o-fg1*a1+(Tn
2WE (8) 

From (8), let Mxl vector 

V = RWE-<72WE=<71
2g1*a1 (9) 

Then, the steering vector a, is approximately 

proportional to V with a proportion constant equal 

to cr2g*. The above technique of estimated 

steering vector is similar to the method of [4]. Due 

to the effects of pointing errors, the computed 

weight vector does not remain in the SS, and 

consequently, Wn is not equal to zero. From the 

observation on the cause the desired signal 

cancellation, we can mitigate the problem by 

finding a Vector W orthogonal to NS. Specifically, 

it leads us to formulate the problem: 

minimize II ¥- V f subject to W HEn = 0T (10) 

Thus, the solution of the problem is given by 

^0=(I-EnE»)V (11) 

where I is the MxM identity matrix. To make the 

first entry equal to one for the actual steering vector, 

we define a vector shown as F = (^,)-,W0, where 

0, denotes the first entry of VP0. Since the 

amplitude of each entry of the actual steering 

vector is equal to one, an appropriate estimate of 

the actual steering vector can be obtained from F 

by finding the optimal solution for the following 

optimization problem 

Minimize  jj ä—F* j| 

Subjectto adl =1 and |<2dm| = l, m>l    (12) 

where   aim   denotes the mth entry of ä.  The 

optimization problem formulated in (12) has a 

closed-form solution given by ad with its mth 

entry aim =fm /\fm\, for m= 1,2, ...,M, where fm 

denotes the mth entry of F [4]. 

In order to compensate the difference between 

the estimated and the actual steering vectors, we 

use the high order derivative constrains. Based on 

the concept of constructing steering vector, we 

present a method for finding the incident 

directional angle of desired signal, which was 

shown as follows: 

0, = 
1 

M-li=2 

M 

Xsin" 

tan 
-i Im{adi} 

Re{adi} 

0-1)2*- 
(13) 

where Re{jc} and Im{x} denotes the real and 

complex parts of x. Substituting 0d of (13) into the 

constraint matrix of (5). We can obtain the optimal 

weight vector WG fortheGEIB. 

IV. COMPUTER SIMULATION 

An 18-element linear uniform array with half 

wavelength is used for simulation. All elements are 

assumed identical and omnidirectional with a unit 

gain. The classical beamwidth of the array is 

approximately   6.34°.   2  uncorrelated   interferers 

with equal power, which interfer-noise ratio INR = 

lOdB, are impinging on the array from -40° and 

50°,  respectively.  Let the  ideal  steering angle 

0d = 0° and the sample correlation matrix is 200 

data snapshots.  crn
2 =1 is the average power of the 

background noise. Fig. 2 plots the beampatterns of 
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the proposed technique and the GEIB under 

pointing error 6°. Fig. 3 shows the output SINR 

versus the input SNR under pointing error = 4°. 

From these aforementioned results, we see that the 

proposed technique is much more robust to the 

pointing error than the method [4] and the GEIB 

[3], especially as the input SNR. 

V. CONCLUSION 

This paper has presented a technique for GEIB 

beamformer with robust capabilities. For uniform 

linear array, we propose a method to estimate the 

incident angle of the desired signal by the received 

full array data vector. Based on the actual results, 

the proposed robust technique achieves the same 

convergence speed and mitigates pointing error. 

Even though the pointing error nears the mainlobe 

edge, the output SINR of the proposed method is 

still proportional to the input SNR. 
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Abstract— This paper presents adaptive wide null 
steering for digital beamforming (DBF) array with the 
versatile and powerful genetic algorithm. In this ap- 
proach, the complex weights of a DBF array are di- 
rectly coded as the chromosomes for 6A. The 6A is 
able to precisely suppress the sidelobe level, using mul- 
tiple deep nulls — collectively termed as a wide null - to 
cover a stretch of azimuth directions. Depending on the 
prescribed depth of the desired suppression, its proxim- 
ity to the main beam and the width of the wide null, the 
original sidelobe level (SLL) of the beam pattern can be 
maintained. More importantly, this GA approach is ap- 
plicable for arrays of any configuration, as shown by the 
numerical results. 

I. Introduction 

Antenna pattern null forming and steering are very 
important in some critical wireless communication and 
radar applications, especially when used in modern 
digital beamforming adaptive array systems [l]-[4]. 
Traditionally, adaptive nulling is within a fairly narrow 
angle to reject a strong interfering source, at a specific 
azimuth direction. But in most applications, the in- 
terfering signals could be incident from many different 
directions. Due to increasing electromagnetic pollution 
of the environment, beamforming techniques that al- 
low the placement of more than one null in the antenna 
pattern at specific jamming directions are becoming 
more important, [5]. Since a wideband jammer will 
appear to cover an angular sector of the pattern due to 
the frequency dependence of the antenna. Hence, the 
term wide null has been used, [6] and [7], to describe 
this suppression in the SLL of an angular sector. 

Usually, the wide nulls produced should be deep and 
wide enough to accommodate frequency fluctuations 
and interference from mobile jammers. This is over- 
come in conventional techniques by placing two adja- 
cent nulls in the radiation pattern [8]. 

In this study, a GA based on [9] is applied to adap- 
tive wide null steering. The GA operates directly on 
the complex weight of each element in the array with- 
out the need for additional elements or a change in 
the position of original ones. The approach is elabo- 
rated in the following text, with the assumption that 
the reader has sufficient background knowledge on the 
relevant antenna theories. 

II. Problem Formulation 
For an arbitrary array, the array factor can be ex 

pressed by the general function, AF: 

AF(6,<t>)=wTS{0,(t>) (1) 

w 
S 

r„ 
aT 

{wn}T,wn£Cn, 

äxx„ + ayyn + äzz„, 
äx sin 0 cos 0 + äysin9sia<j> + äz cosO 

where w is a column vector with the complex weighting 
coefficients, w is the generic steering column vector, 
Cn is the set or subset of all complex numbers, rn 

is the element location vectors, ä„ is unit vector of 
distance ray of spheric coordinate, and 9 and <j> are the 
elevation and azimuth angles, respectively. 

The key part of adaptive digital beamforming is to 
find proper weighting coefficient vector w to achieve 
desired pattern shape, including sidelobe suppression 
and null formation, steering. 

III. The Genetic Algorithm 
Genetic Algorithm is a stochastic optimization tech- 

nique based on the concepts of biologic genetics and 
natural selection. GAs feature a group of candidate 
solutions (population) on the response surface. The 
variables are represented as genes on a chromosome. 
The algorithm mimics Mother Nature's process to cre- 
ate children from the generation of parents. Through 
natural selection and the genetic operators, mutation 
and recombination, chromosomes with better fitness 
are found. The potential survival of the next gener- 
ation depends on the "fitness" values associated with 
individuals. Thus, parents with good attributes should 
be preserved and survived to successive generations 
while poor fitness parents are destroyed. 

The mathematics of this theorem were originally de- 
veloped using the binary representation [10], although 
recent work [11] has now extended it to include integer 
and real number representations. Numerous comtem- 
porary GA applications can be found in [12]. 

A. Encoding The Variables 

Since, the steering vector S, varies for different array 
configurations, this approach applies floating-point ge- 
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netic operations on complex array weighting vectors. 
Similar to [9], each chromosome is a vector of complex 
numbers and the length of the vector is equivalent to 
the number of array elements. 

B. Initial Population of Random Individuals 

An initial population of at least 100 random samples 
is generated. No inserton of any near solutions is per- 
formed, except the replacement of the weakest individ- 
ual with a classic Chebyshev design of specified SLL 
for a linear array. For a circular array, a near-solution 
obtained through minimisation of mean square error 
[13] is inserted instead. 

C. Mating Scheme 

After fitness evaluation, the kth generation, of a Gk 
population of P number of individuals is sorted in a 
descending order of fitness. Arithmetical crossover is 
performed [13], where two parents produce two chil- 
dren. Using a modified Emperor-Selective (EMS) se- 
lection scheme from [9], the best individual in Gk gets 
to mate with every other even sample in the popula- 
tion. 

D. Steady-State Replacement 

The cPop children population so produced is ranked 
according to their fitness, and allowed to compete with 
Gk to form tPopl of P individuals. 

Meanwhile, a non-uniform multi-modal mutation 
operator is applied to two subpopulations. Firstly, a 
mutant population mPopl is created from X(X < P) 
mutants of the fittest individual. Then, every individ- 
ual of the original population Gk, is mutated based a 
user-defined mutation probability Pm, to give mPop2, 
the second subpopulation. 

Since, most of the fitter individuals from mPopl and 
mPop2 may be the mutated versions of the current 
best sample. In a fixed size population, too many of 
the above will increase the selective pressure in favour 
of the best individual or local maxima, resulting in a 
loss of diversity. Thus, unlike [9], only the best Y(Y < 
P) individuals from mPopl and mPop2 are selected 
to produce tPop2, the population of best individuals 
produced through unary transformation. 

Finally, the new population of P individuals that 
form the next generation Gk+i are those from the best 
of tPopl and tPop2. 

E. Quarantined Subpopulation 

To ensure implicit parallelism, R% of the popula- 
tion determined by a user-defined Rejuvenation Ratio, 
is earmarked for replacement by randomly generated 
samples. This is carried out whenever the the fitness 
difference, D, between the fittest and weakest individ- 
uals of the sub-population, is below a user-specified 
Trigger Level, T, the user-specified minimum fitness 
difference. 

The randomly generated junior population of R * P 
individuals is seeded with the same near-solutions as 
the original population. In addition, it is allowed to 
grow or "be groomed" on its own for the next pre- 
defined Z number of generations before it can interact 
with the senior population. This "Auto-Grooming" 
technique has so far yielded better results than pure 
restarts of the GA. 

F. Ideal Beam Pattern 

A template, formed by the shape of the main lobe, 
the specified SLL and prescribed nulls, is casted over 
the array pattern produced by each candidate, to com- 
pute their cumulative difference, shown in Fig. 1, as a 
form of fitness measure in dB. The ideal array pattern 
is one that conforms to the all the above specifications. 

G. Termination Criteria 

The maximum number of generations must be de- 
fined together with the desired fitness level. By sat- 
isfying either one of the above criteria, the GA will 
terminate. A log file of the GA progress in terms of 
the increasing fitness per generation, and the matrix 
containing the chromosomes of the current population 
are saved onto the hard disk. By reviewing the above 
data, it is possible to improve the performance of the 
GA through fine-tuning the Gaussian distribution of 
mutational changes or by introducing new heuristic 
marriage routines. The decreasing cumulative error 
of each generation in dB can be extracted from the 
fitness log. 

H. Convergence Observation 

The best sample of each generation may be produced 
through linear crossover after EMS selection or from a 
mutated individual. Usually, the offsprings of fit in- 
dividuals from the previous generation show greater 
fitness, in the beginning of a GA run. However, when 
approaching convergence, the mutation operation may 
tend to produce better individuals. 

IV. Simulation Results 
In this section, two examples are presented to show 

the effectiveness of the approach. 

A.   Linear Array Pattern Wide Nulling 

A classic Chebyshev linear array design of a specific 
SLL is used as a reference. In simulation, the array 
consists of 32 identical dipoles, each spaced at half a 
wavelength apart. 

For this linear array of N identical elements, the 
steering vector is 

S(d>) = {e
3fcd*(n-L5y:li)*(C0S*~C0S*mH (2) 

where (f>m is the main beam pointing direction, and 4> 
is the azimuth angle, provided the elevation is fixed at 
90°.  Thus, the same set of optimum weights for the 
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main beam at broadside can be used for other direc- 
tions, if the above S vector is recalculated for the new 
beam pointing direction. 

In the following, the number of generations for GA 
to arrive at a particular beam pattern are averaged 
from a total of 20 runs. The dot-dash lines in each 
subsequent figure depict the template casted for that 
particular case. 

Fig. 2(a) depicts an example with a SLL of -30 dB 
and a wide null of -50 dB stretching from 20 to 40 
degrees azimuth. In this instance, the main beam re- 
tains the same shape, half-power beamwidth and SLL 
are from Chebyshev design. The beam is later steered 
to extend from 30 to 50 degrees and 50 to 70 degrees, 
respectively, while maintaining the prescribed specifi- 
cations as mentioned above. 

B.   Circular Array Pattern Wide Nulling 

A near-solution obtained through minimization of 
mean square error technique [?] is inserted into the 
initial population. Similarly, in simulation the circular 
array consists of 32 identical dipoles, each spaced at 
half a wavelength apart along the circumference. 

For this circular array of N identical elements, the 
steering vector is 

S(d>) = /eifco*(CO8(^-*»)-c0S(*'"~*n))}) (3) 

where ka = N/2 and <f>n = ^. The (f>m is the main 
beam pointing direction, and 0 is the azimuth angle, 
provided the elevation is fixed at 90°. Once again, the 
same set of optimum weights for the main beam at a 
particular direction can be used for other directions, if 
the above S vector is recalculated for the new beam 
pointing direction. 

Fig. 3(a)-(c) show the adaptive null beamforming 
with variable null width and depth of the circular array 
with a SLL of -25 dB. It shows the the flexibility 
of this simple approach by merely casting a different 
template for candidate evaluation. Thus, the example 
has proven that this GA approach can be applied to 
any arbitrary array configuration. 

V. Conclusions 
A genetic algorithm is proposed for the independent 

wide nulling of linear and circular arrays, while main- 
taining as much of the original sidelobe level as possi- 
ble. The null steering is kept independent of the main 
beam steering and it has shown that the GA can be 
applied to any arbitrary array. 

By imposing an ideal template over the candi- 
date patterns, multiple wide nulls of varying widths 
and depths are realized through altering the complex 
weights of the array elements. However, wider widths, 
deeper sidelobe suppression or more wide nulls, would 
come at a price of higher SLL. 

Though, direct real-time processing is not possible, 
the weighting vectors for different interference scenar- 
ios can be precomputed and stored in a look-up table 

in the beamforming computer. So that once the side- 
lobe to be canceled has been determined, the appro- 
priate weighting vector can be issued immediately in 
real-time without delays due to matrix operations or 
iterations. 
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Fig. 3. Beamforming and steering of null with variable width 
and depth for a circular array of 32 dipole elements, (a) —49 
dB from 50 to 70 degrees to (b) -50 dB from 80 to 130 
degrees (c) -77.75 dB from 80 to 90 degrees 
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SPATIAL BEAMFORMER WEIGHTING SETS FOR 
CIRCULAR ARRAY STAP 

Kathleen L. Virga* and Hongbin Zhang 
Department of Electrical and Computer Engineering 

University of Arizona, Tucson  AZ 85721-0104 

I. Introduction. An experimental, circular, electronically scanned array is being fabricated by 
Raytheon as part of the Office of Naval Research sponsored UHF Electronically Scanned Array 
(UESA) program. Space-Time Adaptive Processing (STAP) techniques applied to circular arrays 
are of particular interest on this project. STAP refers to adaptive nulling techniques in the angle- 
Doppler domain to place nulls in the direction of clutter or jammers [1]. All forms of adaptive 
processing follow the flow of Fig. 1, and perform best when the interference is statistically 
stationary [2]. Traditionally STAP techniques have been applied to linear arrays and, until 
recently much less attention has been directed at employing STAP techniques for circular arrays. 
In this paper we explore the spatial beamformer weights (or antenna distribution) that form an 
interference-free pattern in the presence of multiple jammers for circular arrays of directional 
elements. The goal is to create patterns that have high directivity, low sidelobes, yet multiple 
nulls in specified angular directions. This information may be used in pre- or post- processing 
algorithms by providing information of the spatial beamformer weights between an optimum 
linear STAP processor and a circular array. 

II. Array Geometry and Synthesis Procedure. The UESA array uses 60 directional elements 
arranged in a circular configuration. Each element is directed so that its maximum radiation is in 
the outward radial direction. In these simulations, a sector of the 60 elements are used to transmit 
and receive at any one time. An array radius of 5.48A, is assumed. The array function for this 
array is 

m<t>)=xuc^y2**48«*^ (i) 
«=i 

where N is the number of "on" elements, fn(6,<p)is the element pattern of the n* element at the 

observation angle <p. /„is the complex excitation of the n"1 array element and in this case A<p = 

6°. The element patterns used in these simulations are shown in Fig. 2. Simulations using a 
cosine element factor or a Vivalidi element factor were conducted. A uniform phase pattern is 
assumed. Arrays with 16, 20, and 26 elements, which correspond to sector sizes of 96°, 120° and 
156°, respectively, were considered. 

To obtain the set of In's that make up the optimal beamformer weighting vector, g, for the 
interference-free signal a design program based upon Genetic Algorithm (GA) optimization was 
developed [3]. The GA cost function maximizes the patttern directivity and allows for the user to 
specify a peak sidelobe level. This design algorithm allows computed or measured element 
pattern data as part of the pattern function. This is an important feature for the synthesis of 
circular arc arrays of directional elements, since the element factor of each element must be 
included under the summation given in (1). The apparent element factor changes per element and 
observation angle, since each element is pointed so that the maximum of its element factor is 
pointed radially outward. Also, a particular element's pattern may not contribute to the overall 
array pattern for large observation angles, since the element may be blocked by the array 
curvature and electronics. Figs. 3 and 4 compare the results of two different simulations that 
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optimize the pattern for maximum directivity for a UESA array with 16 elements. Fig. 3a uses a 
cosine element pattern and Fig. 3b uses the Vivalidi element pattern. Fig. 3 shows that the 
patterns using the cosine element factor are smoother than the patterns using the Vivalidi 
element. Fig. 4a shows that the optimum amplitude distribution depends upon the particular 
element factor used. The GA optimization using the cosine element factor converges to a uniform 
amplitude distribution, while the optimization with the Vivaldi element factor does not. Fig. 4b 
shows that both simulations converge to a co-phasal phase distribution. This is not surprising as 
the phase of the element patterns in both cases were assumed to be uniform. 

The flow diagram of the process that implements spatial nulling is given in Fig. 1. In this 
process, the optimal beamformer weighting vector, g, of the interference free signal is 
determined by the GA synthesis. The spatial covariance matrix of the observed signal vector is 
given by R, where R is computed by taking the expected value of the complex conjugate of the 
observed signal, x(t) multiplied by the transpose of x(t). The observed signal includes 
information about the desired signal, the interference due to jammers, and the circular array 
geometry. From signal detection theory, the optimum weighting vector (or optimum filter) for an 
interference free signal is computed by w=R'*g [1]. The resulting vector, w, contains the new 
beamformer weights that when applied to the circular array gives a pattern with high directivity, 
low sidelobes, and nulls that are located at the angles corresponding to the jammer locations. 

III. Results. This process has been applied to several different types of circular arrays and has 
shown good performance. Cases with 3, 7, 9, and 11 jammers were considered. In some cases, 
the jammers were located very close to one another, in order to test the feasibility of the 
algorithm to null out all the jammers. Fig. 5 shows the GA optimized pattern of the UESA array 
with 20 Vivaldi elements. In this case, the cost function was specified to maximize boresight 
directivity with a 25dB peak sidelobe level. Fig. 6 shows the GA optimized amplitude 
distribution for this pattern case as well as the cases for a cost function specified to only 
maximize directivity and a cost function to maximize directivity with a 20dB peak sidelobe level. 
The GA optimized phase distribution for each case is co-phasal. Fig. 7 shows the resulting 
patterns after applying the optimal filtering process. Fig. 7a shows a case with 7 jammers and 
Fig. 7b shows a case with 9 jammers. The circles on the horizontal axis indicate the angular 
location of the jammers. Fig. 8 shows the resulting beamformer weighting function, w, for these 
cases as well as the non-jammer (GA) and other jammer cases. These results show that the 
process works well to produce highly directive, low sidelobe patterns with multiple spatial nulls. 
This process is more desirable than a process that only uses the GA algorithm to directly 
compute the patterns with multiple spatial nulls. A direct GA process would be overall more time 
consuming at computing the beamformer weights for several pattern cases when only the 
position and number of jammers is changed. 
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Sunday Morning  Course 1A 

Phased Array Antenna Measurements 

Dr. Donald G. Bodnar — MI Technologies 

Course Description 
This short course is designed for engineers, scientists, managers, and technicians who 
need to understand the principles of the various state-of-the-art antenna measurement 
techniques in use today for phased array antennas. The course covers far-field range, 
anechoic chamber, compact range, and near-field range measurement techniques. 
Measured results are used to demonstrate each technique. The course emphasizes 
concepts, procedures, and applications while detailed mathematical treatments are 
minimized. Data collection time, calibration and high power testing are covered. 

Instructor Biography 
Donald Bodnar is the Director of Business Development for Microwave Instrumentation 
Technologies, LLC. He joined MI Technologies from the United States Air Force 
Research Laboratory (AFRL), Dayton, OH, where he served as Chief Scientist, Sensors 
Directorate. Prior to his service at Dayton, he was Chief Scientist of the United States 
Air Force Rome Laboratory Rome, NY. He joined the Air Force from the Georgia 
Institute of Technology, Atlanta, GA, where he held positions including Chief Scientist 
of the Microwave & Antenna Technology Laboratory and Interim Director of the 
Advanced Technology Laboratory. His technical specialty is antennas, especially 
scanning reflector antennas and the polarization characterization of antennas using both 
theoretical and experimental methods. He has performed near-field and far-field antenna 
and RCS measurements using compact, near-zone and far-zone measurement techniques. 
Dr. Bodnar has taught graduate and undergraduate courses at the Georgia Institute of 
Technology in antennas, electromagnetic theory, materials, and computer programming, 
and he teaches in several antenna short courses. He is a Fellow of the IEEE, a past 
President and a past Vice President of the IEEE Antennas and Propagation Society, past 
Chairman of the IEEE Antenna Standards Committee, and is the author or co-author of 
over 100 publications. Dr. Bodnar holds a doctorate degree and a bachelor's degree in 
electrical engineering from the Georgia Institute of Technology and a master's degree in 
electrical engineering from the Massachusetts Institute of Technology. 
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Thursday Morning  Course IB 

Antenna Arrays for Wireless Communications 

Prof. R. Janaswamy — Naval Posgraduate School 

Course Description 
In this half-day short course we will discuss the principles and applications of antenna 
arrays used in the wireless communications area. Topics will include small scale fading 
of signals, coherence time, coherence bandwidth, transmit/receive spatial diversity, max- 
ratio/equal-gain/selection combining techniques, adaptive antennas, angular spread of 
arrival, spatial correlation, array spacing, effect of element mutual coupling, capacity 
improvement, implementation issues, etc. 

Instructor Biography 
Ramakrishna Janaswamy earned his Ph.D. degree in electrical engineering in 1986 from 
the University of Massachusetts, Amherst. From August 1986 to May 1987, he was an 
Assistant Professor of electrical engineering at Wilkes University, Wilkes Barre, PA. In 
September 1987 he joined the Department of Electrical and Computer Engineering, 
Naval Postgraduate School, Monterey, CA, where is currently an Associate Professor. 
His research interests are in the general area of antennas and radiowave propagation 
prediction techniques. 

Dr. Janaswamy was the recipient of the IEEE R. W. P. King Prize Paper Award of the 
Transactions on Antennas and Propagation in 1995. He also received a Certificate of 
Recognition for Research Contributions in 1995 from ONR/ASEE and a Certificate of 
Recognition for Outstanding Research in 1991 from the Naval Postgraduate School, 
Monterey, CA. He he is a Senior Member of IEEE and member of USNC/URSI, 
Commissions B and F. 
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Sunday Course 2A 

All You Ever Wanted to Know About Practical Phased-Array 
Systems—But Were Afraid to Ask 

Dr. Eli Brookner — Raytheon 

Course Description 
This tutorial is based on the book entitled Practical Phased Array Antenna Systems, 
edited by Dr. Brookner. The tutorial and book will provide an ideal introduction to 
principles of phased array antenna design. With an explicitly tutorial approach, the book 
offers a concise, introductory-level survey of the fundamentals without dwelling on 
extensive mathematical derivations or abstruse theory. Its presentation focuses on step- 
by-step design procedures and provides practical results using extensive curves, tables 
and illustrative examples. The course notes will update the book relative to recent 
development and future trends in phased-array systems. 

Instructor Biography 
Dr. Brookner is a Consulting Scientist at Raytheon Company where he has worked on the 
COBRA DANE, PAVEPAWS, BMEWS, COBRA JUDY, GBR, ASTOR, Space-Based 
Radar and next generation IRIDIUM phased array programs, among others. He has 
published four books, the most recent being Tracking and Kaiman Filtering Made Easy, 
(John Wiley & Sons, Inc., 1998). He has taught his radar course to over 8,000 around the 
world. He is a fellow of the IEEE and AIAA 
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Thursday Morning     Course 2B 

Design and Applications of Printed Array Antennas 

Dr. John Huang — JPL 

Course Description 
This course offers special insight into practical design techniques for printed array 
antennas. Design procedures and guidelines will be presented. Topics such as single- 
element design, radiation mechanism, array configurations, microstrip power divider 
design, parallel/series feeds, bandwidth enhancement, multilayer design with aperture 
coupling, fabrication procedures, etc. will be discussed. The emerging technologies of 
microstrip reflectarray and inflatable/thin-membrane array and their design techniques 
will also be one of the topics. Sample cases of actual microstrip arrays at microwave and 
millimeter-wave frequencies with detailed dimensions will be given. This course is ideal 
for antenna designers, microwave engineers, system engineers, and non-specialists who 
wish to learn the basics of printed antennas. 

Instructor Biography 
Dr. John Huang received his Master degree in electrical engineering from the University 
of California, Berkeley and his Ph.D degree in electrical engineering from the Ohio State 
University. He had worked at the Naval Weapons Center, China Lake, California for six 
years, and is currently with the Jet Propulsion Laboratory since 1980. He has developed 
numerous mobile and satellite antennas which include phased arrays. He also has 
pioneered several innovative microstrip array configurations, received four U.S. patents, 
and received more than fifteen NASA certificates of recognition. He is currently 
developing inflatable phased arrays for space application. He is an IEEE Fellow and has 
published over 60 technical journal articles, conference papers, and book chapters. He 
has been invited as session chairperson and speaker in numerous international 
conferences. He has been invited several times to teach a short course on microstrip 
array design over the recent years. 
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Sunday Course 3A 

A Holistic View of Arrays and the Emerging Opportunities 
for Signal Processing at Radio Frequencies 

Dr. Nicholas Fourikis — Phased Array Systems 

Course Description 
Arrays performing the radar/EW, or communications functions as well as arrays 
dedicated to the derivation of radiometric images of celestial sources or of the Earth's 
surface have been treated in separate textbooks/treatises in the past. As all phased arrays 
share the same theory, we have adopted a holistic view of all phased arrays. Furthermore, 
we shall demonstrate that there is a continuum between radar arrays having short 
integration times and radiometric/radioastronomy arrays having longer integration times. 

The approach taken enriches and deepens one's understanding of array systems and 
allows a designer imbued in one discipline to use the techniques/approaches developed 
by another discipline. Lastly, the integration of several diverse functions into one phased 
array is often required for the defense of a high value platform e.g. ship/aircraft or the 
efficient management/control of air traffic. 

During the short course we shall consider current systems and their precursors as well 
as systems that are in the proposal/planning/developmental stages. While the first two 
sets of systems help the reader reconstruct the vector of evolution, the consideration of 
future systems provides the reader with a philosophy of minimum surprises. 

Instructor Biography 
Nicholas Fourikis, MSc, PhD, formerly with the Australian DoD and the Commonwealth 
Scientific and Industrial Organization, has published extensively in the fields of 
radar/radiometric array systems and radioastronomy. As Australian National Leader, he 
participated in several international defense committees coordinating R&D in radar 
phased arrays. Dr Fourikis is the sole author of two books: Phased Array-Based Systems 
and Applications, a John Wiley & Sons Publication, Feb. 1997; and Advanced Arrays 
Systems andRF Technologies, an Academic Press publication, due to appear in 2000. He 
is a senior member of the IEEE, has pioneered R&D work toward wideband 
multifunction arrays, and is the co-discoverer of five interstellar molecules. 
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